
AD.-A2 57 9

PANNUAL 15 seP 91 TO 14 Sep 92
ADO 5. FUNOI, NUMIealS

RADAR INTERFEROMETER INVESTIGATIONS OF THE HORIZONTAL WINDS, AFOSR-91-0384
VERTICAL VELOCITIES, VORTICITY, AND DIVERGENCE AROUND FRONTA 61102F
ZONEý AND) IN MESOSCALE WAVVF- 2310

& AUTHORS)C

Dr Miguel F. Larsen

1. I, S ....- JhZAl--..- NAM4S) A14O A00RIESSAS)p

Dept of Physics
Clemson University
Clemson, SC 29634

9. - -*MON--U-,-TOU- AGiNY AMII(S) ANO 0I1--lI.S--1 -

Lt Cal James G. Stabie A40Mg FA"!n mimER

A.FOSR/NL DI
Bolling AFB DC 20332-6448 EL CT

NOV2 51992

ij. COThANuIOS AVA$AIISJTY STATEMENT I IL =T WCaMs

Approved for public release; distribution unlimited

A1 ASST r (MA JQQ IIW

The goal of the research has been to use the state-of-the-art, phased-array MU radar
facility in Kyoto, Japan, to study the perturbation winds and turbulence associated
with frontal zones and mesoscale waves. There are four critical parameters in the
dynamical studies. They include unbiased estimates of the horizontal winds, unbiased
estimates of the vertical velocities, the location and strength of turbulent layers
within the scattering volume, and the vorticity and divergence within the flow.
Standard beam-swinging Doppler measurements lead to large biases in the vertical
velocities and possible biases in the horizontal winds, the location of the scattering
layers can only be aetermined with the uncertainty of the pulse volume, and vorticity
measurements are not possible. Research during the first year has focused on the
development of techniques for eliminating large biases in vertical velocity measure-
ments that result when standard vertical beam Doppler methods are used, for eliminat-
ing biases in horizontal wind measurements that result with Doppler beam swinging
techniques due to horizontal gradients in the flow. We have also worked on developing
new techniques for measuring the vorticity and divergence in the flow. The MU radar
operates at a frequency close to 50 MHz and has a transmitting/receiving antenna array
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103 m in diameter. The beam can be steered from pulse to pulse, and the
receiving array can easily le divided into sub-arrays for reception. All
the system parameters are under software control so that changes can easily
be implemented, and different experimental configurations can be tested
quickly. The design of the MU radar system makes it possible to apply
various techniques that require spatially separated receiving antennas,
such as radar interferometry, spaced antenna measurements, and post-statistic
beam steering. The results of applying the different techniques can be
compared to each other, and results from standard Doppler measurements can
be compared to the spatial receiving array techniques by interlacing such
observations. The MU radar is the only facility in the world where the
range of comparisons and new technique implementations described above
can be implemented quickly.
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1 Introduction

The goal of the research has been to use the state-of-the-art, phased-array
MU radar facility in Kyoto, Japan, to study the perturbation winds and tur-
bulence associated with frontal zones and mesoscale waves. There are four
critical parameters in the dynamical studies. They include unbiased esti-
mates of the horizontal winds, unbiased estimates of the vertical velocities,
the location and strength of turbulent layers within the scattering volume,
and the vorticity and divergence within the flow. Standard beam-swinging
Doppler measurements lead to large biases in the vertical velocities and pos-
sible biases in the horizontal winds, the location of the scattering layers can
only be determined with the uncertainty of the pulse volume, and vorticity
measurements are not possible.

Research during the first year has focused on the development of tech-
niques for eliminating large biases in vertical velocity measurements that
result when standard vertical beam Doppler methods are used, for eliminat-
ing biases in horizontal wind measurements that result with Doppler beam
swinging techniques due to horizontal gradients in the flow. We have also
worked on developing new techniques for measuring the vorticity and diver-
gence in the flow.

The MU radar operates at a frequency close to 50 MHz and has a trans-
mitting/receiving antenna array 103 m in diameter. The beam can be steered
from pulse to pulse, and the receiving array can easily be divided into sub-
arrays for reception. All the system parameters are under software control
so that changes can easily be implemented, and different experimental con-
figurations can be tested quickly.

The design of the MU radar system makes it possible to apply various
techniques that require spatially separated receiving antennas, such as radar
interferometry, spaced antenna measurements, and post-statistic beam steer-
ing. The results of applying the different techniques can be compared to each
other, and results from standard Doppler measurements can be compared to
the spatial receiving array techniques by interlacing such observations. The
MU radar is the only facility in the world where the range of comparisons and
new technique implementations described above can be implemented quickly.
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2 Research Progress

Most of the details of the research results to date are described in the pub-
lications which were produced under funding from the grant. The list of
publications is given in the Appendix. A general overview of the results in
each of the main research areas is given below.

2.1 Multiple receiver horizontal wind measurement
techniques

The multiple receiver radar techniques for measuring hori~ontal winds in-
clude radar interferometry, imaging Doppler interferometry, spaced - .tenna
wind measurements, and poststatistic beam steering. The potential advan-
tages of the techniques are that both horizontal wind components can be
measured from measurements made within the volume illuminated by the
vertically-pointing transmitter beam so that biases due to horizontal gradi-
ents in the flow can be eliminated. Only recently have the various techniques
been applied to measurements of the tropospheric and stratospheric flow pa-
rameters. We have developed the theory for the frequency-domain equivalent
of the spaced antenna technique, and we have compared the other techniques
both experimentally and theoretically. The results are described in Larsen
et al. [1992], Palmer et al. [1992c], and Sheppard et al. [1992]. Our work has
shown that the various multiple receiver techniques give equivalent results,
and we have suggested practical procedures for carrying out routine data
analysis and signal processing using various combinations of the multiple
receiver techniques.

In addition to the analytic and experimental work, we have also devel-
oped a numerical model of the scattering process [Sheppard and Larsen, 1992]
which has been used to elucidate the sources of bias in the various measure-
ment techniques.

2.2 Corrected vertical velocity measurements

Since VHF radar measurements are subject to aspect sensitivity, the strongest
backscatter comes from a direction normal to the refractivity layers within
the medium. As long as the refractivity layers are aligned horizontally, the
backscatter from a nominally vertically-pointing beam will come from the
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vertical direction. However, such layers are typically inclined by up to a few
tenths of a degree. Since the backscatter is coming from a slightly off-vertical
direction within the beam, the measured Doppler shift will have contribu-
tions from both the vertical and horizontal velocities. Since the horizontal
velocities are several orders of magnitude larger than the vertical velocities
in almost all atmospheric conditions, the errors in the measurements intro-
duced by the inclined refractivity layers often exceed 100%, i.e., the apparent
vertical velocity has the wrong direction.

The multiple receiver techniques can be used to correct the inclined refrac-
tivity layer effect because the phases of the signals received in the spatially
separated receivers provide information about the location of the strongest
backscatter within the illuminated volume. Once the incidence angle of the
signals is known, the horizontal velocity contribution can be subtracted to
yield the true vertical velocity. The articles that show the effect of the biases
or errors and the methods for correcting the measurements include the stud-
ies by Larsen et al. [1991], Larsen et al. [1992], Larsen and Ro'ttger [1991],
and Palmer et al. [1991].

2.3 Frequency domain interferometry

The frequency domain interferometry technique involves the use of two trans-
mitting frequencies separated slightly from the central frequency of the radar.
The two offset frequencies are transmitted on alternate pulses and the phase
differences between the received signals are used to determine the location of
the scattering layer within the pulse volume with a height resolution that is
much better than the standard pulse volume resolution. The technique has
especially great potential in determining the location and characteristics of
turbulent layers generated by gravity waves or low-frequency inertia-gravity
waves breaking in the upper troposphere and lower stratosphere.

The articles describing our preliminary work with the frequency domain
interferometry technique include Palmer et al. [1992a] and Palmer et al.
[1992b).

2.4 Vorticity and divergence measurements

Our interest in making vorticity and divergence measurements using tur-
bulent scatter radar techniques stems from the fundamental nature of the
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two quantities in understanding atmospheric flows. In particular, measure-
ments of vorticity and divergence can be used to separate the contributions
of turbulence and waves, respectively, to the total flow. Measurements of the
wind alone show when perturbations are present, but contributions from a
spectrum of turbulent fluctuations cannot be separated unambiguously from
contributions due to a spectrum of waves. Distinguishing between the two
types of flow is critical since rotational flow will produce mixing of momentum
and trace constituents but divergent flow will not.

A standard Doppler radar can be used to measure divergence with a dual
elevation VAD technique, for example, but the vorticity cannot be measured
regardless of the number of beam directions that are used. We have car-
ried out experiments using two new techniques to attempt to measure the
flow vorticity. One technique involves oblique, i.e., off-vertical, spaced an-
tenna measurements. The other involves off-vertical Doppler measurements
with beams slightly displaced from the center of the array. One can show
analytically that such displaced beam positions will lead to a vorticity mea-
surement if the uncertainties in the velocity determinations are sufficiently
small. At the MU radar, we have carried out both oblique spaced antenna
measurements and the displaced beam Doppler measurements. The latt'r
experiment was carried out over a three-day period in May 1992, and the
data is presently being analyzed. The experimental set-up was such that
the antenna was divided into thirds, approximately. The thirds were used
sequentially for both transmission and reception at zenith angles of 50 and
150 and vertical. Dual-elevation VAD's were interspersed with the displaced
Doppler measurements to provide an alternative measurement of the diver-
gence for comparison with the new measurement technique.

2.5 Observations of a vertical velocity reversal around
the jetstream

Observations with the MU radar show a persistent vertical velocity feature
around the tropopause when the jetstream is overhead. In particular, the
vertical velocities change sign at the peak in the horizontal wind profile, and
the magnitude of the vertical circulation is between 10 and 20 cm s-1. We
have analyzed three years of such measurements obtained with the MU radar,
and have shown the relationship of the feature to the location of the jetstream
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and the slopes of the isentropes in the vicinity of the radar. The study has
been described in the article by Fukao et al. [19911. The conclusions of
the study were that the circulation was in good agreement with the more
recent theoretical predictions of the circulation around jetstream/frontal zone
regions. Our study represents the first extensive direct observation of such
a feature. The sense of the circulation was found to be such that it would
tend to maintain the strength of the jet.

2.6 Interferometry observations of precipitation

We carried out a new experiment with the MU radar last May to make radar
interferometric observations of precipitation. During the period of obser-
vation, regions of both stratiform and convective precipitation passed the
radar site. The preliminary data analysis has been completed and an article
describing the results was submitted to and accepted for publication in Geo-
phys. Res. Let. [Chilson et al., 1992]. The advantage of the interferometric
technique for observations of precipitation is that the vertical and horizontal
air velocities can all be determined within the volume illuminated by the
transmitted beam. In standard Doppler measurements, the beams have to
be moved off-vertical in order to measure the horizontal wind component.
However, that implies that the horizontal velocity is being measured in a
different volume than the vertical velocity. In clear air conditions, the latter
is not a significant problem but the large flow gradients in a precipitation
environment can lead to unreliable measurements. A further advantage of
interferometric precipitation observations is that the high angular resolution
within the beam can be used to determine the horizontal spatial structure of
the observed precipitation.

3 Forecast

Our plan is to continue the analysis of the interferometer data obtained
so far. Last May we made observations over a ten-day period. The first
half was characterized by two frontal passages and periods of precipitation.
The second half was characterized by a stable air mass. The data analysis
will include a study of the vertical circulations around the fronts, and the
characteristics of lower stratospheric inertia gravity waves present during
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the stable period. There is evidence to suggest that the lower-stratospheric
oscillations evident in the data are associated with orographically-generated
waves. The vertical momentum fluxes will be calculated to determine if the
waves are depositing their momentum in the mean flow. The relationship
between the waves and the mean winds in the lower troposphere will also be
examined.

Since spring and fall are the best times for observing frontal passages at
Kyoto, we plan to carry out observations during those two periods next year
in order to obtain a more extensive data set suitable for studying frontal
zone/jetstream circulations.

As soon as the initial analysis of the data from the vorticity experiments
carried out last spring is completed, planning will begin for the next set
of observations using the vorticity measurement technique. The first set of
measurements was limited in extent since the new technique was untested.
Once we have confidence in the measurement, efforts will be made to make
such measurements in a range of background conditions.

Finally, we are planning to expand the numerical model which we have
been using to study the scattering processes to include more complicated
horizontal flow gradients. The model results will be used to assess and refine
the multiple receiver techniques for measuring horizontal winds and flow
gradients.

The forecast is consistent with the research plan outlined in the original
proposal.
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THE USE OF SPATIAL INTERFEROMETRY FOR THE STUDY OF PRECIPITATION

P.B. Chilson, R.D. Palmer, M.F. Larsen, C.W. Ulbrich
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S. Fukao, M. Yamamoto, T. Tsuda, and S. Kato
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Abstract. This paper presents the initial results of a study of precipitation using spatial

interferometry (SI) at the MU radar in Japan. On April 30, 1992, data were collected

using the VHF Doppler radar at the facility during the passage of a frontal system. A

linear variation in the phase was identified in the cross-spectra of the returned signal in the

frequency ranges corresponding to both the turbulence and the precipitation peaks. The

portions of the spectra which are attributed to the precipitation are broadened by the range

of particle sizes and the presence of turbulence. This leads to a larger underestimation in the

slope of the phase than would be attributed to turbulent fading alone. The results present

the first radar interferometry study of precipitation.

1 Introduction

The effectiveness of using spatial interferometry (SI) for investigating atmospheric dy-

namics has been well established [e.g., Meek and Manson, 1987; Larsen and Rb'ttger, 1991].

Although the technique was first devised for studying the inclination of the geomagnetic

field [Woodman, 1971), the method was quickly shown to be useful in observing soft targets

such as turbulence in the lower atmosphere. By analyzing the phase of the returned signal,

SI can be used to generate the three dimensional wind within the sampling volume. The

technique has been described by Palmer et al. [1991], Van Baelen and Richmond [1991],



and Larsen et al. [1992], and has been shown to be the Fourier transform equivalent of the

spaced antenna (SA) technique. Of course, the estimated SI wind vector was equivalent to

the so-called SA apparent velocity and a scheme for obtaining the true velocity from the

frequency domain has been derived [Briggs and Vincent, 1992; Sheppard and Larsen, 1992]

using a Fourier transform equivalent of the full correlation analysis (FCA) called full spectral

analysis (FSA).

The potential advantage of using SI for precipitation studies is that the location of

the particles within the beam can be determined. Also, as will be shown later, the phase

information may be useful in estimating the effect of turbulent broadening. To date, no

observations of precipitation been made using SI. Indeed it has been unknown whether SI

would work in such an analysis. The spectra formed by the backscattered signal from clear

air turbulence follow a Gaussian distribution in velocity space. The strength of the signal, the

Doppler velocity and the estimate of turbulence intensity can be determinied from the spectral

moments of the Doppler spectra. The precipitation spectra, however, follow a distribution

which varies as a function of the particle sizes. The form of the precipitation spectra in

velocity space is then dependant on the fall speeds of the particles as a func ion of diameter.

Furthermore, the motion of the precipitation is influenced by the presence of any turbulence

and wind. These factors will be seen to affect the cross-spectra and will be d.,cussed later.

2 Spatial Interferometry

Following the discussion by Larsen et al. [1992], the relevant equations tor SI will

be outlined here. If two spatially separated receivers, i and j, detect the returned signal

from a common scatterer or scattering medium, the difference in phase measured by the two

receivers will be related to the radar wavenumber k, their separation di. and the zenith angle

6 through

oij = kdijsin6 (1)

The angle 6 is measured relative to the vertical plane containing the two receivers. In the

case of a vertically pointing radar, the range of the sampled zenith angles is determined by
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the width of the transmitted beam. If the scatterers are moving horizontally through the

sampling volume with a uniform speed and the direction of the wind is parallel to a baseline

of the receivers, then the detected radial velocity will vary from -vsin6 to +vsin6, where v

is the actual horizontal wind speed. In this analysis, the common assumption has been made

that the Taylor hypothesis is valid.

By taking the Fourier transform of two signals, obtained from two spatially separated

receiving arrays, the cross-spectrum can be obtained

Cii(w) = Fi(w)F;(w) = A (2)

where the * denotes the complex conjugate. The amplitude of the cross- spectrum should

be very nearly the same as that of the auto-spectra since Fi(w) and Fj(w) are obtained

from essentially the same scattering volume. The Doppler sorting process leads to a linear

variation in the phase of the cross-spectrum.

Larsen et al. [19921 derived the equations relating the wind velocity to the slope and

intercept of the phase variation in the cross-spectra. If the wind vector is decomposed into

a horizontal component, Vh, and a vertical component, w, then the radial Doppler velocity

v,. can be expressed as

vr = Vhcos(ci_ + W (3)

where aii and 0 are the azimuth angles for the baseline and the wind vector, respectively.

By using Eqs. (1) and (3) and solving for Oij one finds

= kdljcos(a,, - 0) (, - w) (4)

Vh

i.e., a linear equation for the slope of the line defining the variation of the phase in the cross-

spectrum. In obtaining Eq. (4) b has been assumed to be small, allowing the approximation

to be made that cos6 ,- 1 and sinb - tan6. Substituting the slopes and intercepts found from

the cross-spectra of two pairs of baselines along with their azimuth angles, the magnitude

and direction of the apparent wind can be obtained.
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The velocities given by Eq. (4) are the apparent velocities in that turbulent fading

has not been taken into account. Another assumption is that w is not affected by aspect

sensitivity, i.e., the scattering is isotropic within the sampling volume. Any layering of the

atmosphere would give rise to specular backscatter at VHF frequencies [e.g. Tsuda et al.,

1986], leading in turn to an erroneous estimation of the vertical wind if the layers are inclined

with respect to horizontal. However, Larsen et al. [19921 have shown that the effects of aspect

sensitivity can also be handled easily with an SI analysis only slightly more complicated than

the one presented here. The estimation of the horizontal wind is not affected by the layers.

Since the primary concern of this work has been to show the variations in the phase of the

cross-spectra seen in the signal associated with the precipitation, no efforts have been made

to correct for the effect of specularity in the present analysis.

3 Description of the Experiment

The data presented in this paper were taken on April 30, 1992, at the MU radar located

at Shigaraki, Japan (34.85* N, 136.100 E). A front which passed the radar site resulted in

heavy, stratiform rain. The entire array was used for transmission, but was partitioned into

three separate subarrays for reception. The receiving arrays are shown in Fig. 1. A more

detailed description of the MU radar can be found in [Fukao et al., 1985a, 1985b].

A pulse width of 1 us was used during transmission giving a height resolution of

150 m. Furthermore, 64 range bins were sampled beginning at 0.15 km, resulting in height

coverage from 0.15 to 9.6 km ASL. The recovery time of the T/R (transmit/receive) switch,

however, caused the data below approximately 1.8 km to be unreliable. The inter-pulse period

(IPP) was 400 ps and 256 samples were used for the coherent integrations, resulting in a

sampling period of 0.1024 s and a Nyquist velocity of 16 ms- 1 . The spectral resolution was

0.063 ms- 1 . The data presented in this work were obtained using 16 incoherent integrations

which translates into approximately 8 minutes of real time data. A long integration time

was chosen to facilitate the phase analysis of the precipitation signal, which will be discussed

below.

An example of the auto-spectra resulting from the 256-pt FFT is presented as a func-



tion of height in Fig. 2a. The spectra are shown using a linear-linear scale and they have

been normalized to the peak at each altitude. The corresponding power profile is shown

in Fig 2b. The radar return has not been calibrated with the transmitted power, so the

power profile indicates only the relative change in the backscattered signal. An interesting

feature of the profile is the abrupt increase in echo power at 3 km. In addition, below 3 km,

a bimodal pattern establishes itself in the spectra, and the two peaks are seen to separate

in velocity. The peaks in the spectra associated with the negative velocities (towards the

radar) are attributed to the falling precipitation. The heigh. where the spectral peaks begin

to separate and where the enhanced reflectivities occur is indicative of the location of the

melting layer or bright band [Battan, 1973]. In the transition region in which the spectra

become bimodal (3.0 - 3.6 km), the precipitation return is much stronger than the turbulent

return causing the turbulent peak to be lost in the spectral noise. Although the presence of

a bright band at VHF is not well documented, a similar pattern has been seen at 53.5 MHz

by Yoe [1990].

4 Analysis and Results

As shown above, the SI analysis involves using the phase of the cross-spectra. Only

those regions of the cross-spectra where the echo power is strong should exhibit consistency in

the phase. When examining the phase, it is therefore important to choose a spectral window

broad enough to provide adequate data for the statistics without including the noise. The

method chosen for this analysis was to fit one or two Gaussian distributions to the spectra

and use the fitted parameters as an estimate of the widths. All data within ±2a of the peak

or peaks of the distribution were used in the phase analysis. This also provided a method of

isolating the two peaks in those cases where the spectra were bimodal. Although the spectra

resulting from turbulence are well approximated by a Gaussian, the normalized precipitation

spectra observed with a vertically pointing radar is better represented by

SP(v .) = ID N(D) - (5)



where Z is the radar reflectivity factor, N(D) is a distribution function of the diameters

D of the precipitation particles, and v, is their fall speed. Eq. (5) is the form the spectra

would assume if the particles were falling through a quiescent atmosphere in the absence

of any turbulence or vertical wind. The actual observed spectra are a convolution of the

precipitation spectra with the turbulence spectra [Wagasuki et al., 1987; Gossard et al.,

1990], leading to observed precipitation spectra of the form

S,(v,,) = PPSP(v, - w) 9 S,(v,) + PtSt(v, - w) (6)

where Pp and Pt are the spectral powers for the precipitation and turbulence, respectively,

and St(v,) is the Gaussian spectrum for the turbulence. The convolution operator is indicated

by g. Because of the convolution, a Gaussian distribution can be used sufficiently well to

fit the precipitation spectra for the purpose of separating the two peaks and establishing a

width for the precipitation spectra.

Having defined the spectral window, a line was fitted to the phase as a function of

velocity (see Eq. 4). As can be seen in Fig. 3, a linear variation of the slope can be identified

separately for both the turbulence and precipitation. The cross-spectra obtained for all three

receiver combinations at a height of 2.1 km are shown for comparison. As is true for the

winds, the consistency of the phase is most pronounced when the baseline is parallel to the

wind vector. Calculations using the phase from the turbulence peak show the winds to be

southerly at this altitude. Since the 2-3 baseline is almost perpendicular to the wind vector

(Fig. 3c), the phase shows a small slope. As was mentioned earlier, near the melting layer, the

precipitation signal dominates the spectra making the turbulence signal difficult to resolve

in the spectral amplitude. Although the echo power from the turbulence is significantly less

than that of the precipitation, in many cases the phase variations from both returns can still

be detected, providing information about the winds which would have been lost without the

use of interferometry.

Since no correction has been made in this analysis for the effects of turbulent fading,

the slopes shown in Fig. 3 are underestimated, i.e., the corresponding wind magnitude will be

overestimated. Furthermore, it can be seen that the slopes of the phase from the precipitation



return have still smaller values than those obtained from the turbulence signals. The slope

is a measure of the apparent horizontal winds and the quotient of slope and intercept for the

fitted line is a measure of the vertical wind if there are no aspect sensitivity effects [Palmer et

al., 19911. The Doppler velocities of the precipitation particles result not only from their fall

speeds, but to some extent from the presence of the winds as well. Under the assumption that

the precipitation particles are carried along by the winds, the slopes in the phase from the

rain and the turbulence should be approximately the same. The primary difference in the two

would be in the intercepts which are affected by the magnitude of the vertical velocity. The

data shown in Fig. 3 clearly indicate that the phase slopes associated with the turbulence

signals are more steeply inclined than those associated with the precipitation. A process

similar to that which leads to turbulent fading could result in the underestimation of the

precipitation phase slopes. Doppler spectra from precipitation particles are broadened by

turbulence as well as by the particle size distributions. The distribution of particle diameters

consequently results in a broadening of the spectra in velocity space. Any broadening of

the specta in SI tends to decrease the lag time in the cross-correlation function, which is

analagous to reducing the phase slope in the cross-spectra.

In the present analysis, long integration times were chosen for the sake of showing

the linear variation of the phase associated with the precipitation. This was done at the

cost of losing the structure in the phase which is apparent with less averaging. With a

beamwidth of 3.6 /degr, the sampling volume at 2.1 km has a diameter of approximately

132 m. The calculated SI apparent horizontal wind at 2.1 km is -- 40 ms' indicating

the radar is detecting a new volume of space every 3.3 seconds. The stratiform nature of

the precipitation, however, makes the lengthy averaging of the data justifiable. The phase

information represents the general properties of the precipitation particles filling the radar

beam. A more detailed study of the data will require integration times of 30 seconds or less.

5 Conclusions

The data collected at the MU radar during the passage of a frontal system demonstrate

the applicability of spatial interferometry to precipitation environments. A height profile



of the spectra reveals a bimodal pattern developing near the melting layer. In those cases

where both the precipitation and the winds are present in the Doppler spectra and sufficiently

well separated in velocity space, the slopes from each contribution can be identified. It is

interesting to note that the variation in the phase can often be seen even when the magnitude

of the spectra is weak. This is particularly useful when analyzing the spectra near the melting

layer where the precipitation contribution is dominant. Without the phase information, an

estimate of the vertical wind in this case would be impossible.

Although precipitation should follow the horizontal wind approximately, the data show

the slopes in the phase associated with the rain and the wind to be different. It is known

that turbulence can decorrelate the signal recorded at two separate receivers, thus reducing

the slope in the phase. The turbulent fading can be removed [Briggs and Vincent, 1992]

to yield the true SI horizontal wind, but this has not been done in the present analysis.

The precipitation peak of the spectra should also be influenced by turbulent fading as seen

in Eq. 6. This does not, however, account for the enhanced 'eduction of the slope. The

further decorrelation of the signal might result from the distribution of the precipitation

particles contained within the radar sampling volume. The spectral peak attributed to the

precipitation is broadened in velocity space through the spatial and temporal averaging of the

particle fall speeds. Any temporal decorrelation resulting from this averaging would lead to

an underestimation of the slope. A more thorough analysis of the data is needed to address

this topic.
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Fig. 1. Antenna configuration used for the interferometry experiment conducted on April

30, 1992. The entire array was used for transmission but subdivided into three subarrays

labeled 1, 2 and 3 for reception.
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Fig. 2. (a) Doppler spectra obtained at 0530 LT plotted over the range of sampled heights.

The spectra, which have been normalized to the peak power at each height, are displayed

using a linear scale. (b) The corresponding relative echo power.

Fig. 3. An example of the cross-spectra for data obtained at 2.1 kmn. This corresponds to

the data shown in Fig. 2. The magnitude and phase of the cross-spectra are shown in the

upper and lower rows, respectively. Vertical lines have been included to indicate the range of

data used to find the slope of the displayed fits. The cross-spectra obtained from baselines

1-2, 1-3 and 2-3 are shown in (a), (b) and (c), respectively.
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Observations of a Reversal in Long-Term Average Vertical Velocities
near the Jet Stream Wind Maximum

S. FUKAO, M. F. LARSEN*, M. D. YAMANAKA, H. FURUKAWA, T. TSUDA AND S. KATO

Radio Atmospheric Science Center, Kyoto University, Kyoto, Japan

5 August 1990 ahd 12 December 1990

ABSTRACT

Analyi&ls of vertical velocity measurements made for four days each month over the period from 1986 to
1988 by tho MU radar in Japan shows a reversal in direction near the peak in the zonal wind profile during the
winter months. More specifically, the reversal is noted during periods when the peak horizontal wind speeds
exrp'ed 60 m s'. The vertical velocities associated with the circulation have magnitudes of 10-20 cm s-', and
the depth of the circulation is of the order of several kilometers. In 6 out of 14 cases when the feature was
observed, the direction of the vertical circulation, although not the magnitude, could be explained by adiabatic
ascent or subsidence along the average potential temperature surface slopes for the observation intervals. The
direction of the circulation was such that it would tend to produce cooling and heating for the ascent and
subsidence, respectively, that would tend to strengthen or at least maintain the jet. In the remaining eight cases,
the direction of the vertical circulation could not be explained by the slope of the time-averaged potential
temperature surfaces alone since the combination of the horizontal winds and the slopes of the isentropic
surfaces would have led to a prediction of a circulation directly opposed to that observed. Thus, either the local
tendency in the time-averaged potential temperature must have been significant, structure with scales smaller
than the rawinsonde station separation must have been present, or diabatic effects may have played a role in
the dynamics of the vertical velocity feature.

1. Introduction fects. In addition we will present what we believe to be
the first extensive measurements of the vertical velocity

Vertical velocity measurements in the troposphere profiles obtained in the vicinity of jet stream-frontal
and stratosphere are rare in general, and measurements zone regions. The latter are associated primarily with
over extended periods are even more uncommon. The the period from October to May. Mattocks and Bleck
MU radar located near Kyoto, Japan, has now been (1986) and Sechrist et al. (1986), for example, have
carrying out routine wind observations for four days discussed the importance of the vertical circulation
each month since December 1985, in addition to the around jet streaks in relation to cyclogenesis and the
many other experiments and observations carried out transport of ozone.
at the facility. The parimeters derived from the men- In the next section, we summarize the experimental
surements include the horizontal and vertical winds, procedure used in the standard observations. Section
as well as the power profiles and Doppler spectral 3 describes the yearly average data, the relationship
widths. The time chosen for the 4-day observation pe- between the 4-day averages for each month and the
riods was constrained primarily by the general observ-
ing schedule rather than an attempt to observe specific ture cross sections for some of the periods. Section 4
phenomena. Thus, the profiles represent a more or le tescross se ctions of the period Section 4
random sampiing. describes the implications of the inferred vertical cir-

The goal of our study is to examine the average ver-

tical velocity profiles for each year separately in order
to look for long-term trends and for each 4-day period 2. Details of the observing procedure
during the individual months to look for seasonal ef- a. Description of the MU radar system

The MU radar is located at Shigaraki near Kyoto,
On leave from the Department of Physics and Astronomy, Japan (34.85-N, 136.10"E), and is operated by the

Clemeo. University, Clemson, SC 29631. Radio Atmospheric Science Center of Kyoto University
as a dedicated facility for atmospheric observations.

Creponding author address: Profror Miguel F. Larsen, Dept The radar is a 46.5-MHz system using an active phased
of Physics aW Astronmy, Clmo Univesity, Clemson, SC 2934- array. The antenna is composed of 475 Yagis and an
1911. equivalent number of solid-state power amplifiers or

S1"991 American Meteooloical Society
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transmitter-receiver (TR) modules (Fukao et al. TABLE 2. Observational parameters for VAD observations.

1985a,b). Each Yagi antenna is driven by a TR module
with peak output power of 2.4 kW. All the Yagi an- Altitude range: 5-24 km

tennas and TR modules are grouped into 25 subarrays Height resolution: 150 m
Pulse coding: 16-bit complementary code

in such a way that each group of 19 Yagis and asso- Ipp: 400 us
ciated electronics constitutes one subarray. The nom- Coherent integrations: 38

inal peak and average radiated power are 1000 and 50 Incoherent integrations: 6

kW, respectively. The beam can be steered anywhere Interval to construct Doppler 150s
within 300 of zenith from pulse to pulse. The basic spectrum:

Beam directions: 5
parameters of the system are given in Table 1. (zenith angle, azimuth) (0,0) (10,0)

(10,90) (10,180) (10,270)

b. Method for measuring vertical velocities

The monthly 4-day observations were made by attributed to the vertical air velocity. The Doppler

steering the antenna beam every interpulse period spectra were also calculated for each of the four off-

(IPP) in a cycle that included the five directions north, vertical beam directions, and Gaussian curves were fit-

west, south, east, and zenith. The zenith angle for the ted in the same way as was done for the vertical beam

oblique beams was 100. The horizontal distance from
the zenith beam to the other beams ranged from 1 to TABLE 3. Periods of MU radar observations and times and dates of

3.5 km in the height range considered, which stretched correspunding meteorological analyses.

from 5.32 to 20 km. The transmitted pulse was a 16-
element complementary code with 1-ps pulse width, Duration analysis
corresponding to 150-m height or range resolution. The Case Date/LST (h) (Date/UTC)

use of the coded pulse limits the lowest height of ob-
servation to 5.3 km AGL or 5.7 km MSL. The radial 1985
wind velocity was obtained approximately every 2.5 December (0) 9 Dec/i 156-13 Dec/1257 96 II Dec/0000
min in the five beam directions. The specific beam- 1986
pointingthefivebeam directionsarlt i Table 2,ecc a g 1h January (6) 6 Jan/1109-10 Jan/1303 98 08 Jan/0000
pointing directions are listed in Table 2, along with Fcbruaiy 10 Feb/1304-14 Feb/1547 99
other specific radar parameters used in the observa- March 17 Mar/0800-21 Mar/] 542 103
tions. April (0) 7 Apr/1134-11 Apr/1528 100 09 Apr/0000

For the vertical beam measurements, the Doppler May 6 May/ 1123-9 May/1535 76
June 2 Jun/1200-6 Jun/1426 98

spectra were calculated, and the frequency offset of a July 7 Jul/I 156-11 Jul/1329 98
Gaussian curve fitted nonlinearly in the least-squares August 18 Aug/;017-22 Aug/1416 100
sense to each spectrum was taken to be the mean September 1 Sep/1201-5 Sep/1639 100
Doppler shift in the radial direction. The latter was October(*) 18 Oct/i 120-17 Oct/1535 100 15 O0000

November (e) 10 Nov/2357-14 Nov/1536 88 12 Nov/1200
1987

TABLE 1. Basic parameters ofthe MU radar (Fukao et al. 1985a). January(S) 5 Jan/1316-9 Jan/1530 98 07 Jan/0000
February 3 Feb/0053-6 Feb/1529 86

Radar system: Monostatic pulse radar-, active phased March (S) 2 Mar/1201-6 Mar/1536 99 04 Mar/0000

arda system April 6Apr/1104-JO Apr/1536 100
Operational fiequency: a system May I I May/1344-15 May/1536 98
Antenna: Circular array of 475 crossed Yagi June 22 Jun/1200-26 Jun/1200 96

Antennas July 6 Jul/1723-1 I Jul/0544 108
antennas

Apertlu. 8330 m2 (103-m diameter) August 3 Aug/1217-7 Aug/1220 96

Deamwidth: 3.6° (half power for fll array) September 7 Sep/1151-11 Sep/1634 101
October 5 Oct/ 1207-9 Oct/ 1454 99Steerabilityr Steering is completed in each IPP Nober 2 Oct/1207-9 Oct/1454 99

Beam directions: 1657; 0*-30* off-zenith angle December() 7 Dec/1037-1 Dec/t1517 100 09Dec/0000
Transmitter 475 solid-state amplifiers (TR modules) 1988

each with output power of 2.4 kW January (0) 5 Jan/0818-8 Jan/1434 78 06 Jan/1200
peak and 120 W averagepeow.I akW(andx) February(S) 15 Feb/1214-19 Feb/ 1517 99 17 Feb/0000

Averae power. 50 kW (duty ratio 5%) maximum March(S) 7 Mar/0823-11 Mar/1537 103 09 Mar/0000Bandwidth: 1.65 MHz (max) (pulse width: 1-512 April 18 Apr/0915-22 Apr/1530 102
A5 variable) May (0) 9 May/0847-13 May/1521 102 II May/0000

S400 jis to 65ms (variable) June 6 Jun/1156-10 Jun/1641 101
Recei4er: July 18 Jul/1559-22 Jul/1637 96DyRmecivr. a 70dB August 8 Aug/1137-12 Aug/1628 101

A/D converter 12 bits X 8 channels September 29 Aua/1237-2 Sep/1532 99
Plasecompreuon: Binary phase coding up to 32 elements October (S) 24 Oct/ 1146-28 Oct/1527 99 26 Oct/0000

(B n complmenty code November (0) 14 Nov/1501-18 Nov/1527 96 16 Nov/0000

pree0tly in use) () e wicalvelocity reversal.
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FIG. I. Profiles of the average vertical, meridional, and zonal velocities derived from four days
of meamurements during each month in the period from January 1986 to November 1986 (top
frame), for the period from January 1987 to December 1987 (center frame), and for the period
from January 1988 to November 1988 (bottom frame).
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AVERAGE VERTICAL & ZONAL WIND VELOCITY VERTICAL WIND
ZONAL WIND

DEC 1985 JAN 1986 APR 1986 OCT 1986 NOV 1986 JAN 1987 MAR 1987
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20 L I

21s N . . . . . . . . i "

10 _ i -,/ I /.'
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20,

- - 4-
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-80.0 0.0 80.0
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FIG. 3. Four-day average vertical and zonal velocities only for the cases showing the vertical circulation feature.

measurements. The radial velocities were then com- locities are around 5 cm s-. The reversal in direction
bined in order to carry out a VAD (velocity-azimuth is found just below the maximum in the horizontal
display) analysis (see, e.g., Wilson and Miller 1972; or wind speed.
Browning and Wexler 1972) to yield the horizontal The vertical velocity profiles shown in Fig. I raise a
wind components. concern about possible instrumental effects or other

biases somehow affecting the long-term averages. For
3. example, a small off-vertical tilt in the mechanical

steering of the radar beam could contaminate the radial
a. Yearly averages velocities in the nominally vertical beam with a small

component of the horizontal velocity. The relatively
The averaged profiles of the horizontal and vertical large magnitude of the horizontal velocity in compar-

velocities derived from the 4-day observation periods ison to the vertical velocity can produce large errors in
each month are shown for January-November 1986 the vertical velocity measurements even if the beam-
in the top panel of Fig. 1, for January-December 1987 pointing error is small. Effective off-vertical pointing
in the center panel, and for January-November 1988 directions can also be induced in a system that is
in the bottom panel. A list of the observation periods pointed accurately when aspect sensitivity effects at
that contributed to the averages is given in Table 3. longer wavelengths are important (Larsen and R6ttger
During all three years, the average horizontal wind is 1991; Palmer et al. 1990; Larsen et al. 1991 ). Specif-
almost entirely zonal, and the peak wind speed occurs ically, the strongest signals will come from a direction
at -- 11 km. The peak magnitudes are close to 40 m perpendicular to the refractivity layers at wavelengths
s-. The behavior ofthe average vertical velocity profile around 6 m. Layers tilted slightly out of the horizontal
is also consistent from year to year. In all three years, plane will then produce effective off-vertical beam-
ascent occurs in the upper altitude range and subsi- pointing directions. Such effects have been discussed
dence at the lower heights. The maximum vertical ve- in detail in the articles cited above.
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POTENTIAL TEMPERTURE DISTRIBUTION AVERAGE WIND VELOCITY
AMU RADAR NOV 1986
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FIG. 4a. Potential temperature distribution along the south-north and west-east directions for the 4-day period in November 1986.
The vertical, zonal, and meridional velocity profiles are shown to the right in the figure.

We have discounted effects due to inclined refrac- servation periods are listed in Table 3. The dramatic
tivity layers in the present study for two reasons. First, differences between the zonal wind speeds in summer
the study by Larsen and R~ttger ( 1991 ) shows that the and winter over the MU radar are evident. Winds dur-
errors due to tilted layer effects can be large over periods ing the period from June to September rarely exceed
shorter than one day, but the radial velocity in the 20 m s'-, while the winds during the period from Oc-
vertical beam and the true vertical velocity become tober to May are often in excess of 60 m s'. The
similar as the averaging interval increases. Second, we corresponding vertical velocity profiles show a similar
have compared direct vertical-beam vertical velocity dramatic change between the winter and summer pe-
measurements and vertical velocities calculated from riods. Generally, the vertical velocities are small during
VAD measurements in the earlier study by Larsen et April to September, but the period from October to
al. ( 1991 ). Again, the differences were significant over March often shows a feature similar to the long-term
shorter intervals of a few hours, but a 24-h average of average feature evident in Fig. 1, although with larger
the direct and calculated velocities produced essentially magnitude. Specifically, a reversal in the vertical ve-
identical profiles. Since the latter study involved MU locity direction occurs at a height close to the zonal
radar data, the results tend to vindicate not only the wind speed maximum, with ascent above and subsi-
technique but also the particular instrument. dence below. The heights of the reversals are indicated

by a thin horizontal dashed line in some of the profiles.
b. Monthy 4-day averages The reversal does not occur consistently in every

month from October to May. For example, February
The data were further divided into monthly 4-day and March 1986 show no effect, but the feature of in-

avuasmu which are shown in Fig. 2 for the period from terest is present in the profile for April 1986. An ap-
December 1985 to November 1988. The specific ob- proximate discriminator between the cases showing
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evidence of the vertical velocity feature and those SIMULATION OF VERTICAL WIND
showing no indication is that the maximum wind NOV 1986
speeds exceed -60 m s' when the feature is present;
i.e., a well-developed jet stream/frontal zone system 14 -
has to be in the vicinity of the radar for the feature to /
be evident. /1

The cases showing the effect have been isolated in 13 /
Fig. 3. The discriminator used in choosing the cases -/
shown in the figure was that the maximum horizontal /
wind speed exceeded 60 m s'. The February 1987 //
observation period showed some evidence of the ver- "12 -/

tical-velocity feature, but the maximum winds were ,
less than the chosen cutoff. Therefore, that particular w /
case was omitted, albeit somewhat arbitrarily. The • 11--- -- - -
profiles in Fig. 3 show the correspondence between the "
reversal in vertical velocity direction and the height of t.
the wind maximum. The speeds associated with the "'

10/vertical circulation are not constant from case to case
but are in the range of 10-20 cm s. s'

9c. Vertical velocities and isentropic surface slopes

Figure 4a shows the 4-day average potential tem- -,
perature surface heights along south-north and west- -0.1 0.0 0.1
east cross sections derived from rawinsonde data for (.00)
the period in November 1986. The rawinsonde stations (M/s)
used for the west-east cross section were Yonago FIG. 4b. A comparison of the vertical velocities calculated by com-
(35.40°N, 133.35"E) and Hamamatsu (34.75 0 N, bining the measured horizontal winds and the slopes of the isentropic
137.70°E), and for the south-north cross section, surfaces shown in Fig. 4a. The dashed-dotted line shows the calculated
Wajima (37.40°N, 136.900 E) and Shionomisaki vertical velocity and the solid line represents the average measured

(33.45-N, 135.75°E) were used. All are stations of the profile.

Japan Meteorological Agency, except Hamamatsu
which belongs to the Japan Defense Agency. The lo-
cation of the MU radar is indicated by the triangles derivative is zero, the flow is adiabatic, and the hori-
along the two ordinates. The surfaces show only a small zontal scale of the variations is larger than the rawin-
inclination in the zonal direction but a larger inclina- sonde station separation.
tion in the meridional plane. The horizontal- and ver- In November 1986, the zonal wind was large but
tical-velocity profiles for the November 1986 period the surface inclinations along the zonal direction were
have been repeated at the right in the figure. small. The meridional wind was smaller, although not

If the flow is isentropic, we have negligible, and the meridional surface inclinations were
large. Therefore, most of the contribution to the ver-

o- + V-V0 + w) o- = 0 (1) tical-velocity profiles came from the combination of
Ol Cthe meridional wind and the south-north isentropic

surface tilt, although the contribution from the zonal
where 0 is the potential temperature, V is the horizontal wind was not negligible. The vertical velocities calcu-
wind vector, w is the vertical velocity, and t and z are lated as described above are compared to the average
the time and height coordinates, respectively. If the measured vertical velocities in Fig. 4b. The contribu-
local time tendency is zero, Eq. (1) can be rewritten tions from both the zonal and meridional wind com-
in finite difference form as ponents produced ascent above - 12 km and descent

I AG AG• \IA -' below. The agreement between the two profiles is not
W = u + V (2) perfect but shows a reversal similar to the observations

(u )4 with ascent above 11.0-11.5 km and subsidence below.

where u and v are the zonal and meridional velocity The magnitude of the radar velocities is larger at almost
components, tespetvely, and x and y are the zonal all heights between• 8 and 14 kin, however. The agree-
and meridional coordinates, The combination of the ment between the two curves, although not perfect,
horiomal velocities and the tilt angles of the isentropic lends further credence to the idea that the averaged

urfaces should give vertical velocities in agreement profiles are not artifacts of observational or instru-
with the meuwmd velocities as long as the local time mental effects.
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FIG. 5a. Similar to Fig. 4a but for January 1987.

The slopes of the isentropic surfaces for January 1987 tions used in the analysis and the position of the cross
are shown in Fig. 5a in a format similar to that used sections were the same as those designated A-A' in the
in Fig. 4a. Contrary to the November 1986 case, the study by Fukao et al. (1988). The cases characterized
meridional wind was northward during this period and by the pr .ience of the vertical circulation feature have
produced descent above the jet stream maximum and a distinct jet stream maximum near the location of the
ascent below. However, the zonal wind produced ascent radar and show a divergence of the potential temper-
above and descent below the maximum, so that the ature contours toward the south. The patterns in the
two contributions tended to offset, resulting in worse months that show no evidence of the vertical circula-
agreement than for the November 1986 case. None- tion feature (not shown) are not as well organized; i.e.,
theless, the reversal in direction was at nearly the same there was no distinct wind speed maximum and the
height in both profiles. Poor agreement will result if slopes of the isentropic surfaces were either small or
the adiabatic assumption is violated, if the average local highly variable.
time tendency of the potential temperature is not zero,
or if the horizontal scale of the structure is less than
the rawinsonde station separation. e. Meridional winds

The meridional winds and vertical velocities for the
d. Potential temperature cross sections cases showing the vertical velocity reversal are pre-

sented in Fig. 7. Of the total of 14 cases, 8 show a
Cross sections of the equivalent potential tempera- northward flow and 6 show a southward flow. The

true and horizontal wind speed are presented in Fig. 6 consistency in the isentropic surface patterns shown in
for all the cases shown in Fig. 3. The rawinsonde sta- Fig. 6 indicate that a southward flow is needed to ex-
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SIMULATION OF VERTICAL WIND south. The thermal wind produced by the resulting
JAN- 1987 horizontal temperature gradients would tend to

strengthen the jet. In the remaining eight cases, the
16 average local time tendency of the potential tempera-

./. ture, diabatic effects, or small-scale structure must have
been significant.

15 '. A vertical-velocity feature similar to the one dis-
cussed here was also evident in a 4-day average vertical-

14 I velocity profile obtained with the SOUSY-VHF radar
-I in West Germany in April 1984, although the dataset

S[ used by Larsen and R6ttger (1991) in that study wasE 13 wa
I much more limited in extent than the MU radar da-
I.1 taset. Their measurements showed subsidence above

o 12- the jet stream and ascent below, i.e., a flow directed
W---- ----------- oppositely to that found in the MU radar data.

-1 The details of the dynamics responsible for the ob-_1served circulation are not clear, but the directions ap-

pear to be in general agreement with the model de-
10 Iscribed by Uccellini and Johnson (1979) and sum-

marized by Mattocks and Bleck (1986). Figure 1 in
9 ! the latter article shows the transverse circulation ex-

S],pected around a jet streak. A thermally indirect cir-
culation is found in the exit region and a thermally

8- direct circulation in the entrance region. The observed-0.1 0.0 0.1 upward velocities above the wind maximum and
(m/s) downward velocities below would be expected either

FIG. 5b. Similar to Fig. 4b but for January 1987. in the exit region south of the jet streak or in the en-
trance region north of the jet streak. The cross sections
in Fig. 6 indicate that the jet was located either slightly

* north of, above, or slightly south of the radar site in
plain the observed vertical circulation if the flow is dia- all the cases showing evidence of the vertical circulation
batic and if the average local time tendency of the po- feature.
tential temperature is zero; this is so because a south- Our observations show that the vertical circulation
ward displacement along the isentropic surface will feature appears when the maximum wind speeds ex-
tend to produce ascent above the jet stream maximum ceed -60 m s' and disappears when the peak wind
and descent below. However, the conditions are only speeds are less. There is no indication that the vertical-
satisfied in 6 of the 14 cases. In the remaining 8 cases, velocity magnitudes are proportional to the horizontal
Eq. (2) leads to a prediction of a vertical circulation wind speeds, for example.
in a direction opposite to the observations. In a future study, the relationship between the ob-

served circulation and proposed mechanisms such as
that suggested by Eliassen (1962), for example, should

4. Dtiscusson be examined. He showed theoretically that a secondary
ageostrophic, adiabatic circulation is generated in con-

The vertical circulation shown in the average 4-day nection with frontogenesis by variations in the geo-
vertical velocity profiles does not appear to be the result strophic wind and temperature fields. The transverse
of instrumental effects or observational biases. The di- circulation, shown schematically in his Fig. 4, is ac-
rection of the circulation is effectively upward and to companied by upward flow above the jet stream max-
the south above and downward and to the south below imum and downward flow below. A weaker, oppositely
the wind speed maximum in 6 of 14 cases. The direc- directed vertical circulation is found south of the jet
tion is upward and to the north above and downward stream. A detailed investigation of the relevance of the
and to the north below the wind speed maximum in theoretical model to the observed features is beyond
the rermaining 8 of 14 cases. In the 6 cases in which the scope of the present study since the vertical veloc-
the oburvations were consistent with the vertical ve- ities over a wide area would be needed, whereas only
locaies predicted by time-stationary isentropic trajec- the velocities above the MU radar are available to us.
tory antly* the ascent above would have produced However, the area over Japan is known to be an active
adiadatic oeoling south of the jet, while the subsidence cyclogenetic region, so we expect that Eliassen's ( 1962)
below would have produced adiabatic heating to the theory will explain the observations, at least in part.
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AVERAGE VERTICAL & MERIDIONAL WIND VELOCITY VERTICAL WIND
MERIDIONAL WIND
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FIG. 7. Profiles of the vertical velocities and meridional winds for the months showing evidence
of the vertical velocity reversal described in the text.
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ABSTRACT

Vertical-velocity measurements made by a direct vertical-beam method are compared to vertical 'elocities
derived from VAD (velocity-azimuth display) measurements over a 27-h period. Ihe results indicate that the
two types of measurements in regions where the scatter is isotropic agree well The largest discrepancies occur
in the regions characterized by strong stratification and anisotropic or aspect-sensitive scatter. A.though there
are various assumptions inherent in the VAD calculations of the vertical velocities, indications are that the
source of error is the aspect sensitivity, which produces effective off-vertical pointing angles in the %ertical beaam
when the refractivity layers are tilted out of the horizontal plane. However. other additional sources of bias or
error cannot be excluded.

1. Introduction bias or error in the radar data (see. e.g.. Nastrom et al.
1985; Larsen et al. 1988).

In the past, horizontal wind measurements provided It is clear, of course, that the radar measures the
by radar wind profilers have been studied in some detail radial velocity of the refractivity structures in the beam.
in order to gain confidence in the measurement tech- but errors in the vertical-velocity measurements will
nique and to understand potential sources of bias or result if the structures are moving with a velocity that
error. Rottger and Larsen (1989) have reviewed much is different from the air motion. Biases can also occur

of the literature and the conclusions of the various if the scatterers are not distributed uniformly through-

studies. Assessments of the horizontal wind-profiling out the sampled volume. May et al. (1988). for ex-

capabilities have been possible in large part because ample, have discussed biases in the horizontal wind

other independent measurements of the same param- estimates that can be produced by the effect of thin

eters are available from balloons, for example. Some scattering layers within the range volume, and Rottger

investigations have also relied on tests of internal con- and Larsen (1989) have reviewed the known biases

sistency in the measurements. The work of Strauch et and errors that can be introduced in the measurements.

al. (1987) is an example. Recently Rrottger and lerkic (n1985 ) and Larsen and

Radar measurements of vertical velocities have al- Rottger (1990) have shown that tilted refractivity layers
ready been shown to have an important potential role Rtgr(19)hv hw httle erciiylyr
fore esenrch shpliiow n s t o thae an dim ragntoti al rdes a can cause errors in the vertical-velocity measurements
for research applications, both in diagnostic studies and made with longer-wavelength radars, which are subject
for verification, but the diffculty has been in testing to aspect-sensitivity effects. Since the strongest scatter

the tes ur ique. There are no other techniques for mea- will come from the direction perpendicular to the as-
suring vertical winds over temporal and spatial scales pect-sensitive refractivity layers, the largest contribu-
comparable to those sampled by the radars. Compar- , tion to the received signals will come from an off-ver-
isons between radar vertical velocities and the vertica' .tical angle within the beamwidth, when the refractivity
velocities derived from objective analysis show simi- Itayers are inclined with respect to the horizontal plane.
larities in the overall features, but the two types of data The result is that a component of the horizontal wind

are not well enough correlated, so that the objective is measured along with the projection of the vertical

analysis velocities, for example, can be used to assess com ent along the eff ective ba di rtio al
component along the effective beam direction. Al-

though the tilt angles are small and have magnitudes
On leave from the Department of Physics and Astronomy. of only - 1 *-2° (Larsen and Rottger 1991 ), the errors

Clenmon University, Clemson, South Carolina. can still be large because of the small magnitude of the

vertical velocities in comparison to the horizontal
Corespon'ding author address: Dr. Miguel F. Larsen, Dept. of winds. Higher-frequency radars do not suffer from as-

Physics and Astronomy. Clemson University, Clemson, SC 2963 1. pect sensitivity effects and, therefore, may avoid some

S•1991 American Meteorological Society
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of the problems associated with VHF vertical-velocity
measurements. However, the higher-frequency signals
are dominated by precipitation scatter even when the A
rainfall rates are light (see, e.g., Larsen and R6ttger S$PO
1986). Therefore, the higher-frequency radar systems
cannot be used to measure the vertical air motions Z,
directly in many of the more interesting situations. 0

In this article, we present the results of a study of
the internal consistency in VHF radar measurements
of vertical velocities made over a period of almost 27 WAJIMA
h when an active frontal system passed the radar site. ENO
The MU radar is a phased array system similar in many ¥
respects to the Doppler radar wind profilers that are
expected to be used operationally, although with con- ,AIATSU
siderably more flexibility in beam-steering capability f O SHWNOMlSK
and receiving antenna diversity. We have tested the
internal consistency of the vertical-velocity data by
comparing the vertical winds inferred from a 15-beam- o
direction VAD with the radial velocity measured di- .
rectly with a vertical beam. Since the off-vertical mea-
surements. at 15' zenith angle do not exhibit aspect -e
sensitivity effects, the errors or biases introduced by
the latter should be evident when the two types of mea-
surements are compared, as long as the errors in the MINAMIOAITOJIMA
measurements are smaller than the velocity differences A M
introduced by the aspect-sensitivity effects. The un-
certainties in the measurements will be discussed in
more detail in section 5. 130 0E 140EE

In the next section, we describe the details of thein te nxt ectin, e dscrie te dtail ofthe FiG. 1. Location of the MU radar (MUR) and the rawinsonde
experimental setup. Section 3 deals with the meteo- .L ation of teM radar ( ater
rological conditions for the period of observation. The
vertical-velocity data are presented in section 4, and
the implications of the results are discussed in sec- b. Methods for measitring vertical velocities
tion 5. The radar was operated in a cycle that consisted of
2. Details of the experiment measurements along a vertical beam direction followed

a. Description of the MU radar system by measurements at a zenith angle of 15* at 15 posi-
tions spaced around the azimuth circle. The beam-

The MU radar is located at Shigaraki near Kyoto, steering in azimuth is limited to integral increments of'
Japan (34.85*N, 136.10 0E), as shown in Fig. 1, and 50 so that the separation between adjacent beam po-
is operated by the Radio Atmospheric Science Center sitions was either 200 or 250 rather than the 24° in-
of Kyoto University as a dedicated facility for atmo- crement, which would have produced evenly spaced
spheric observations. The radar is a 46.5-MHz system positions. The specific beam-pointing directions are
using an active phased array (Fukao et al. 1980). The listed in Table 2, along with other specific radar pa-
antenna is composed of 4,75 yagis and an equivalent rameters used in the experiment. The Doppler spectra
number of solid-state power amplifiers or transmitter- corresponding to a 65-s sample for the vertical-beam
receiver (TR) modules (Fukao et al. 1985a,b). Each measurements were calculated with a spectral resolu-
yagi antenna is driven by a TP. module with peak out- tion corresponding to 12.3 cm s-', and the frequency
put power of 2.4 kW. All the yagi antennas and TR offset of a Gaussian curve fitted nonlinearly in the least-
modules are grouped into 25 subarrays in such a way squares sense to each spectrum was taken to be the
that each group of 19 yagis and associated electronics mean Doppler shift in the radial direction, which was
constitutes one subarray. The nominal peak and av- interpreted as being due to the vertical air velocity.
erage radiated power are 1000 and 50 kW, respectively. The Doppler spectra corresponding to 65-s samples
The beam can be steered in steps of 5O in azimuth and were also calculated for each of the 15 off-vertical
V in zenith angle anywhere within 300 of zenith from beams, and Gaussian curves were fitted in the same
pulse to pulse. The basic parameters of the system are way as was done for the vertical-beam measurements.
given in Table 1. The radial velocities were then combined in order to
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TABLE 1. Basic parameters of the MU radar (Fukao et al. 1985a).

Radar system: Monostatic pulse radar; active phased array system
Operational frequency: 46.5 MHz
Antenna: Circular array of 475 crossed yagi antennas

Aperture: 8330 m2 (103-m diameter)
Beamwidth: 3.60 (half power for full array)
Steerability: Steering is completed in each IPP
Beam directions: 1657; 0'-30* off-zenith angle

Transmitter: 475 solid-state amplifiers (TR modules) each with output power of 2.4 kW peak and 120 W average
Peak power: 1000 kW (max)
Average power: 50 kW (duty ratio 5%) maximum
Bandwidth: 1.65 MHz (max) (pulse width: 1-512 us variable)
IPP: 400 us to 65 ms (variable)

Receiver:
Dynamic range: 70 dB
A/D converter: 12 bits X 8 channels

Pulse compression: Binary phase coding up to 32 elements (Barker and complementary codes presently in use)

carry out a VAD (velocity-azimuth display) analysis r z 1
(see, e.g., Wilson and Miller 1972; or Browning and Co =w + z tan 2 0(V - U) cos0 (2)
Wexler 1972). Note that the beam was being moved 2 1
from pulse to pulse, so that the 65-s spectra for all 16 for the offset. Here z is the height along the vertical
different beam directions correspond to the same 65- axis, and Vh" U is the divergence of the horizontal wind
s period. in the horizontal plane. The vertical velocity has been

The VAD sampling scheme is shown schematically assumed to be uniform over the sampling area. Equa-
in Fig. 2. The horizontal wind vector is U, and the tion (2) has been derived by various authors, among
vertical-velocity component is w. The azimuth angle them Wilson and Miller (1972) and Doviak and Zrni6
4' is measured clockwise from north. In the ideal case, ( 1984, p 284). In this experiment, the diameter of the
the radial velocities measured around the azimuth cir- VAD circle was - 5.4 km at the 10-km altitude.
cle will lie on a sine curve as shown in the lower part The contributions of the vertical velocity and the
of the figure. The amplitude of the sine function is divergence to the measured offset cannot be separated
equal to the horizontal wind speed, and the phase is without further assumptions. The simplest assumption
related directly to the wind direction. The offset of the is to ignore the variation in the horizontal wind anl
sine curve from zero on the vertical axis is designated attribute all of the offset to the vertical velocity. Howv-
Co. If the winds are uniform across the sampled area, ever, the divergence term can be large, and its effect

increases with height as shown by the proportionality
Co = w coso (1) of the second term in the parentheses to z in Eq. (2).

where 0 is the zenith angle. If the vertical velocity is The contribution from the horizontal flow gradients
nonzero and varies with height, as is generally the case, increases with height because the horizontal separation
the divergence of the horizontal wind will also be non- between the beams increases. The divergence and ver-
zero, at least in some range of heights. Assuming a tical-velocity parameters can be calculated directly if
linear variation in the wind field then gives the expres- VAD measurements are made at two or more different
sin ion zenith angles 0 since we then end up with two equations

and two unknowns for each height sampled. The latter
method has become known as the EVAD (extended

TABLE 2. Obsrvationaj parameters for VAD observations, velocity-azimuth display) technique.

The two contributions cannot be separated unam-
Altitude range: 5-15 km biguously in our case, but a good approximation can
Height resolution: 150 m be used to solve the equations. Specifically, we use the
Pulse coding: 16-bit complementary code
IPP• 400 us mass continuity equation and assume that the density
Coherent integrations: 8 is stationary in time locally and that the medium is
Incoherent integrations: 10 horizontally stratified. Then, the mass continuity
Beam directions: 16 equation becomes

(zenith angle, azimuth) (0,0)
(15,0) (15,25) (15,50) 0
(15,70) (15,95) (15, 120) V,1.pU = pVh . U = - - (pw) (3)
(15, 145) (15, 170) (5, 190) dz
(15, 215) (15, 240) (15, 265) where p is the atmospheric density. We can substitute
(15 290) (5, 310) (15, 335) in Eq. (2) to get
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w purposes, and the complications associated with inter-
polating the radiosonde measurements to provide pro-
files representative of the specific conditions at the radar
site were avoided.

In this case, it is assumed that as a boundary con-

0~ North dition the vertical velocity is zero at an upper height
of 14 km, which is close to the upper limit where re-
liable measurements exist. The chosen boundary con-
dition is not necessarily realistic but is preferable to
the alternatives that would include setting the vertical
velocity to zero at the lower boundary, that is, at the
5-km altitude, or at some arbitrary height within the

49 sampled range. Another option would be to impose a
8 = 15° nonzero vertical velocity somewhere. The assumed

boundary condition is somewhat arbitrary, but test in-
SMU tegrations show that its impact extends only to within

approximately 1 km of the height where the condition
is imposed. The point is discussed further in section 4.

VRAj The solution to Eq. (4) is then known to have the
integral form

(pw)., = • , (pCo)z'-"+1)dz' (5)

Ii /l where z' is the height normalized to be unity at the
_- - ....A altitude where w is zero. The parameter p is defined as

Co p =2 cot2 0 where 0 is the zenith angle.

3. Meteorological conditions

The meteorological conditions for the period from

CO- -W ton'6 T osq 2100 LST 22 April until 2100 LST 23 April 1988,
2 which covers most ofthe period when the observations

Fio. 2. Schematic diagram showing the sampling scheme for the were carried out, are summarized by the 500-mb and
VAD analysis and the curve of radial velocity as a function of azimuth surface charts shown in Fig. 3. The islands of Japan
angle #. The zenith angle is 0, and 0 is measured from the north. are shown as the heavily shaded regions on the maps.
The offset of the sine curve from the horizontal axis is designated At 2100 LST 22 April, a cold front was aligned parallel
C6, which can be shown to depend on both the vertical velocity and to the Pacific coast of Japan from southwest to north-
the divergence, east. The frontal boundary's intersection with the sur-

face was estimated to be approximately 100 km off the
a 2 2 cot 20 coast. As time progressed through the period, the front

Scot
20(pw) = - Cos0 (pCo) (4) continued to move toward the southeast. The surface

maps at 2100 LST 22 April and at 0900 LST 23 April
where Co, p, and w are all functions of the height z. both show that there is little rainfall at the center of
At each height where the measurements are made, the the front along its southwest to northeast extent, pre-
VAD analysis yields a Co value. Using a profile of the sumably because of a lack of moisture during the pas-
density p derived either from radiosonde data or a sage across the mountainous terrain of the islands. The
model, the equation can be solved numerically for the upper-level 500-mb maps for the period show the
vertical velocity w at each height. Test integrations trough associated with the surface feature. The center
based on radiosonde data from Hamamatsu and Shi- of the trough is almost due west of the island of Hok-
nomisaki were carried out. The locations of the stations kaido at 2100 LST 22 April. The front at the leading
relative to the MU radar are shown in Fig. 1. The results edge of that trough is more or less parallel to and located
indicated that the calculated velocities are not very above the Japanese islands at the latter time. The sys-
sensitive to the changes in density that can be expected tem then moves across Japan and past the MU radar
realistically. Therefore, the final calculations were made in the course of the observation interval.
with a simple density profile based on an isothermal More details are shown in Fig. 4, which represents
atmosphere with a scale height of 8 km. The latter pro- a vertical cross section at 0900 LST 23 April along the
vided a sufficiently accurate approximation for these line indicated as AA' in Fig. 1. The height-range coy-
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FIG. 4. Vertical cross section of equivalent potential temperature in a plane perpendicular to the
front. The height range covered by the MU radar observations is shown by the heavy arrows.

erage of the MU radar is shown by the heavy vertical period. Later, the tropopause descends in a pattern
arrows that also serve to indicate the location of the similar to that shown in Fig. 4.
MU radar relative to the radiosonde stations, which The ratio of the reflectivity in the vertical beam to
are Minamidaitojima (MI), Shionomisaki (SH), Wa- the reflectivity in the off-vertical beams is shown in the
jima (WA), Akita (AK), and Sapporo (SA). The con- contour plot in Fig. 6. Darker shading indicates higher
tours of equivalent potential temperature clearly show ratios, and no shading indicates a ratio close to one.
the location of the tropopause. The front is also evident The ratio is high at all times in the stratosphere, show-
as contours that slope from the tropopause to the sur- ing the large degree of anisotropy or aspect sensitivity
face. A more detailed analysis of the radiosonde data in the scatter. The region in the warm sector above the
has allowed us to estimate the location of the frontal frontal boundary is characterized by ratios close to one,
boundary and the tropopause more exactly than is indicating that there is little aspect sensitivity. There
possible with the equivalent potential temperature is also a region below 7 km between 0000 and 1200
contours alone based on the vertical variations in the LST 23 April that has high ratios or large aspect sen-
temperature, humidity, and wind shear. The inferred sitivity and is most likely associated with the frontal
positions of the features are indicated by the heavy inversion.
fines. There is an indication that the frontal boundary
splits, as shown by the separation in the heavy lines. 4. Vertical-velocity measurements
The data shown here do not represent conclusive ev-
idence of tropopause folding since analysis of the po- As described in section 2, the vertical velocities were
tential vorticity for the period would be necessary to derived in two different ways. One measurement was
establish that the latter had occurred. However, Nas- directly from the Doppler shift in the vertical beam.
trom Ct al. (1989) have shown, based on data obtained The other method involved calculating the offset pa-
with the Flatland radar and radiosonde data from the rameter Co for each range gate, using a density profile
surrounding region, that tropopause folding occurred for an isothermal atmosphere as a representative pro-
in every case observed with the radar for synoptic con- file, and integrating Eq. (5) numerically. Sixty consec-
ditions similar to t0ose shown here and for reflectivity utive values were averaged to produce the hourly pro-
patterns similar to those that are discussed next. files, actually 65-min profiles, shown in Fig. 7. The

The reflectivities measured in the vertical beam for dashed lines show the vertical velocities measured di-
the period are shown in Fig. 5. Again, the tropopause rectly (WD), while the solid lines show the values de-
location is evident m an enhancement in the reflectiv- rived from the VAD measurements below 14 km (WO).
ities located just above 12 km at the beginning of the The lowest altitude is near 6 km and the upper height
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FIG. 7. Profiles of the vertical velocities derived from the vertical-beam measurements (dashed lines) and from the VAD analysis
(solid lines). The boundary between high and low values of vertical to off-vertical reflectivity ratios has been indicated by the heavy line,
which corresponds to the transition between shaded and unshaded values in Fig. 6.

There is no consistent pattern in the vertical veloc- The discrepancies in the lower stratosphere are over
ities of the type that might be expected. For example, 100% of the magnitude of the vertical velocity at some
periods of ascent and subsidence alternate in the warm heights.
sector of the front, and, although the largest vertical Figure 8 shows a scatterplot of the direct versus the
velocities generaly occur in the troposphere, there is VAD vertical velocity for all heights between 6 and 14
no significant change in the characteristics of the ver- km. The points lie close to a 450 line as expected, but
tical-velocity profiles across the transition from the there is spread in the data. The standard error S for
troposphere to the stratosphere. Similar characteristics the two measurements, defined by the equation
of the vertical circulations near frontal zones have been
noted earlier by Larsen et al. ( 1988) and Fukao et al. S2 W ,_ 6
(1988). N-2
An obvious feature of the curves is that the two mea-

surements agree well during some periods and in some is 6.9 cm s '. Here N is the total number of vertical
height ranges, but disagree substantially at other times velocity values, and only those values from heights be-
and in other height ranges. Closer examination of the low 13 km were included in order to exclude the ye-
transition heights from good to poor agreement shows locities affected significantly by the imposed boundary
that there is a correlation between the regions where condition.
the two measurements agree and the regions in which The data were further divided into two height ranges.
fth sattering is mo isotropic, as inferred from the The first covers the lower altitudes that correspond
contours in Fi 6. With the exception of the profiles roughly to the tropospheric heights, and the second
between 0900 and 1200 vST 23 Apri the agreement cover the upper altitudes that correspond to heights
is Sod at ahl heights in the isotropic scattering region. near the tropopause region anni in the lower strato-
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FIG. 8. Scatter diagram of the direct versus the VAD FIG. 10. Similar to Fig. 7, but only for the stratospheric data.
vertical velocities.

cient, which was found to be 0.96 for the tropospheric
sphere. The boundary between the two height ranges data and 0.88 for the stratospheric data.
was chosen as a line sloping downward from 12 km at The average tropospheric velocity for the period was
2000 LST 22 April to 8 km at 0000 LST 24 April. -5.0 cm s-1 for the VAD vertical velocity and -6.3
Figure 6 shows that the chosen cutoff heights give a cm s-' for the direct velocity. The corresponding
good approximation to the boundary between high and stratospheric velocity averages were +0.8 and + 1.4
low aspect-sensitivity regions, although the lower height cm s'-', respectively. The averages for the entire dataset
range still includes some areas with high ratios of ver- were -2.5 and -2.1 cm s-' for the direct and VAD
tical to off-vertical reflectivities. vertical velocities, respectively.

Figure 9 represents the scatterplot for the tropo- The differences between the measurements will only
spheric velocities. In the troposphere, the spread is be meaningful if the measurement errors are sufficiently
smaller than in the overall dataset and corresponds to small. The expected accuracy of a 1-h average radial
an error of 5.3 cm s'. The stratospheric data shown velocity is approximately I cm s ', as discussed by Fu-
in Fig. 10 have a larger spread corresponding to an kao et al. (1988). The standard errors, correlations,
error of 8.2 cm s-'. Another measure of the agreement and averages are based on approximately 27 h of data,
between the measurements is the correlation coeffi- so that the uncertainties in those values will be ap-

proximately 20% of the uncertainty in the individual
1-h values.

CORRELATION Another concern is associated with the upper
TROPOSPHERE boundary condition imposed in the VAD analysis.

1.0 'There is no particular reason to expect that the vertical
0.8 velocity will be zero at 14 km. Therefore, constraining

0./ the vertical velocity to vanish at that height is unreal-
0.4 / istic. However, the effect of the boundary condition
0.4 -/ diminishes rapidly with height. Test integrations carried
0.2 -• out in connection with the data analysis have shown

that the calculated vertical velocities attain 90% of theirS0.0 . ,,
.true magnitudes within 1 km of the upper boundary.

X -0.2

-0.4 . /5. Discussion
-0.0

The fact that the regions of largest discrepancies be-
.0.8/ tween the direct and VAD measurements of the vertical
-o.o ,SG: 0..(C0/S) velocities correspond to the regions of greatest anisot-WV(M/S) ropy in the scatter, namely, strongest aspect sensitivityeffects, indicates that the source of the differences is
IG. 9. XiAr W Fit 7, but only for the tropoVhee data. associated with the layered refractivity structure. When
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aspect-sensitivity effects are important, the largest con- Fukao et al. (1988) have given a more detailed dis-
tribution to the received signals will come from a di- cussion about the VAD fitting procedure and associated
rection perpendicular to the layers. Therefore, if the errors. Their Fig. 2 shows examples of the radial ye-
layers are tilted, the strongest signals in the vertical locities obtained from the VAD measurements, and
beam will come from a slightly off-vertical direction, those curves are also representative of the data pre-
io that the iadial velocity measurement his a contri- sen.-d here. The degree to which the radial velocities
bution from both the true vertical velocity and the hor- obtained from the VAD deviate from a sinusoid is an
izontal velocity. The situation is shown schematically indication of the presence of smaller-scale structure.
in Fig. 11. R6ttger and lerkic (1985) first suggested The horizontal wind fluctuations were found to be less
that such effects could contaminate the direct vertical- than a few meters per second, indicating that the pri-
velocity measurements, and they analyzed a short da- mary scale sizes were larger than the VAD circles. Also.
taset to show that the magnitude of the errors could the fact that the discrepancies are smaller in those re-
be comparable to the magnitude of the vertical velocity. gions where the scatter is isotropic and larger in those
Larsen and R6ttger (1990) have also shown that there regions where aspect sensitivity effects are important,
is a strong correlation between the layer tilt angles and suggests that the scattering mechanism is responsible
the vertical-beam radial velocities that they measured. for the differences rather than wave-induced horizontal
Since the VAD measurements are made at an off-zenith flow gradients.
angle large enough, so that the direction perpendicular There are other potential sources of error, although
to the layers is outside the beam, aspect sensitivity does it is believed that these are smaller in magnitude. The
not affect those measurements. VAD measurement is subject to several assumptions,

Horizontal gradients in the flow can produce errors namely, that the local time derivative of the density is
in the VAD analysis, particularly if the gradients persist zero, and that there are no significant temporal vari-
for extended periods. The terrain around the MU radar ations in the winds during the sampling period. Un-
is mountainous, and the winds aloft varied from -20 fortunately, a quantitative analysis of the effect of these
m s- at the 5-km altitude to a peak value of -40 errors cannot be carried out with the data available.
m s'- at the 12-km altitude, suggesting that orographic In addition to the inclined refractivity layer effect,
waves were likely to be generated above the MU radar another potential source of error in the direct vertical-
during the observation interval. Indeed, some of the beam vertical-velocity measurements is due to the pos-
oscillations in the vertical-velocity profiles shown in sibility that the refractivity layers are moving with a
Fig. 7 may be due to orographic effects. The question velocity other than the air velocity. The latter could
then is whether the differences between the direct and occur if the refractivity structures are generated at a
VAD vertical velocities can be accounted for by hor- particular phase of a wave propagating through the
izontal gradients associated with the wave structure. medium, for example. There is no direct test for such

an effect with the data that are available in this study.
The differences between the radial velocities mea-

sured with the vertical beam (dashed lines) and the
.ZErM• vertical velocities derived from the VAD analysis (solid

'if lines) in Fig. 7 are for the most part associated with
fluctuations in the vertical-beam velocities character-
ized by vertical wavelengths of a few kilometers. Waves

.......... ........... .......propagating through the lower stratosphere will likely
produce vertical displacements of the nearly horizontal
refractivity surfaces. The effective radar beam position
is then expected to oscillate as the direction perpen-
dicular to the layers moves back and forth within the
beam, as discussed by Gage et al. ( 1981 ). Rottger et
al. (1990) have seen evidence of such an effect in ob-
servations of layer tilt angles made with the Chung-Li
VHF radar located in Taiwan.

Our analysis indicates that there may be biases or
errors in direct vertical-beam vertical-velocity mea-
surements and that there may be advantages to VAD
vertical-velocity measurements. Peterson and Balsley
(1979) analyzed a short dataset obtained with the Poker
Flat radar in which the vertical velocities were mea-
sured with the direct method, the VAD technique, and

FIG. II. Schematic diagram showing the effect of a tilted refractivity the elevation scan method. They concluded that the
layer on the vertical-beam vertical-velocity measurements. direct method was preferable, in seeming contradiction
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to our conclusions. However, the total observation pe- in operation will generally have two or more off-vertical
riod for each of the different techniques was only 20- beams along with a zenith-pointing beam. Our results
30 min and the time between each of the observations suggest that the ratio of the vertical to the off-vertical
was 30-50 min. Thus, the observation period was short, reflectivity can be used as an indicator of the reliability
and the techniques were not applied simultaneously. of the data.
Furthermore, the divergence term was not incorporated
in the VAD analysis so that the derived velocities were Acknowledgments. MFL received support from the
based on Eq. (I ) rather than the more general Eq. (2). Ministry of Education, Research, and Culture oe Japan
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ABSTRACT

We present a method for deriving horizontal velocities, vertical velocities, and in-beam incidence angles from
radar interferometer data. All parameters are calculated from the slope and intercept of straight lines fitted in
a least-squares sense to the variation of the signal phase as a function of radial velocity for each pair of receiving
antennas. Advantages of the method are that the calculations are computationally fast and simple, and the
analysis leads to relatively simple expressions for the uncertainty in the velocity measurements.

1. Introduction of different research radars (e.g., see Larsen and R6ttger
1989; and the references therein). The setup used in

wThe radar interferometer technique has not seen the spaced antenna method is for all practical purposes
Swidespread use in the field of radar meteorology, but identical to the interferometer setup; that is, one trans-

Sthe results of a number of studies have been described mitting array and a minimum of three receiving an-
in the literature (e.g., Farley et al. 19861; Kd ottger and tennas deployed along two nonparallel baselines. As a
lerkic 1985; Adams et al. 1986; Kudeki 1988; Kudeki result, there has been considerable confusion about the
et al. 1989; R6ttger et al. 1990; Palmer et al. 1990). differences between the two methods. Early spaced an-
Most applications of the method have focused on lo- tenna measurements utilized only the correlation be-
cating localized scatterers within a larger volume sam- tween the received power, but later systems use the

pled by the radar. A by-product of the analysis is usually correlations between the complex time series so that

the velocity of either a single scatterer or a number of the use of the signal phase cannot be applied as a clear
scatterers. A minimum requirement for interferometry discriminator between the two techniques. A possible
is that there must be at least two spatially separated distinction between interferometry and spaced antenna
receiving antennas, although three antennas are pref- d istnio betwee terfer d sa ced tenna
erable so that two nonparallel baselines can be formed. scopic velocity appropriate to the sampling volume as
The imaging Doppler interferometer technique devel- a whole, whereas the former deals with the microscopicoped by Adams et al. (1986) uses many receiving an- velocities associated with structure within the sampling
tennas along each of two baseline directions. The phase volume. Nonetheless, confusion is warranted.
progression in the signals across the array is used to There has been ongoing discussion in the literature
create a map of the location of the scatterers in each (e.g., see Larsen and R6ttger 1989) about the relation-
range resolution cell. The radial velocities of at least
three scatterers are then combined to give the three- ships between the so-called Doppler wind measurement

technique, in which the radial velocities from three ordimensional velocity for a given height. Such a system more beam directions are combined to yield the vector
may have potential as an operational wind-profiling velocity, and the spaced antenna method, in which the
system, but the complexity of the hardware, software, winds are determined from measurements of the ve-
and the interpretation of the results are hurdles. locity with which the turbulent structure drifts acrossThe spaced antenna method for deriving winds has the array of receiving antennas, as indicated by thebeen applied to measurements made with a number times when the peaks in the cross correlation of the

received signals occur. Briggs (1980) first showed that
there is a certain equivalence between the Doppler and

* On leave from the Delartment of Physics and Astronomy, spaced antenna techniques. More recently, Liu et al.
Oemso University. ( 1990) and Van Baelen (1990) have shown that there* On leve firom lmituto Geofio del Peru, Lima, Peru. is an exact equivalence between the spaced antenna

and interferometer techniques, although the former is
CrmpmdbW athor addm: Dr. Miguel F. Lmren, Dept. of carried out in the time domain while the latter deals

Physics ad Asnonomy, Clemson Univerity, Clemon, SC 29631. with Doppler velocities and is carried out in the fre-

01992 Imnoan Metorologicsil Society
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quency domain. The result is perhaps not surprising 2. Derivation of the equations
when the similarity in the instrumental setup for the
two methods is considered. a. The case without aspect sensitivity

One result of the analyses by Liu et al. (1990) and Given two spatially separated receiving antennas,
Van Baelen (1990) was that they found the horizontal the angle of arrival of the received signals in the plane
velocity is related to the slope of the linear variation defined by the antenna baseline and the vertical direc-
of the difference in phase as a function of the radial tion can be determined from the phase difference be-
Doppler velocity of the signals in two adjacent receiving tween the signals in the two antennas. Specifically, the
antennas. The results suggested that the slope of a line phase difference oij between the signals in the ith and
fitted to the measured phase would give an alternative jth receiving antennas will be given by
measure of the velocity, as opposed to determining = kd,1 siib, (1)
maxima in the cross-correlation functions. The original
idea, however, is not entirely attributable to either Liu where dij is the distance separating the antennas, and
et al. (1990) or Van Baelen (1990). Similar or related k = 2w/X is the wavenumber, with X being the radar
methods for determining the velocities have been dis- wavelength. The angle 6' is measured with respect to
cussed by other authors in connection with interfer- zenith and defines the incidence angle in the vertical
ometry studies (Farley et al. 1981; R6ttger and lerkic plane along the antenna baseline. Figure 1, taken from
1985; Adams et al. 1986; Kudeki 1988; Kudeki et al. Larsen and R6ttger (1991), illustrates the geometry.
1989; R6ttger et al. 1990), although usually in the con- The relationship given in Eq. (1) is used in all inter-
text of single scatterers. A further limitation of the ferometer analyses and has been presented or derived
equations presented by Liu et al. (1990) was that they in a number of articles (e.g., Adams et al. 1986).
applied only to a two-dimensional case, and some other The horizontal area illuminated by the transmitted
effects related to aspect sensitivity were omitted from beam can be represented as in the schematic shown in
the analysis. Our purpose is to present a practical Fig. 2. The x' axis is parallel to the receiving antenna
method for carrying out the interferometer analysis that baseline with positive x' along the azimuth a. The y'
leads to the vector horizontal winds, true vertical ve- axis is perpendicular to the antenna baseline. The hor-
locities, in-beam incidence angles, and error bar esti- izontal wind is in the direction defined by the azimuth
mates. Off-vertical in-beam incidence angles can be angle 0 shown by the heavy arrow. We define a rotated
introduced in the measurements when aspect sensitivity coordinate system such that Y i-, parallel to the wind
is important and, in particular, when the aspect sen- directioi. -nd y is perpendicular to the wind direction.
sitive layers are inclined with respect to the horizontal. All azimuths are measured with respect to north, al-
Larsen and Rfttger ( 1991 ) have dealt extensively with though the northward direction is not shown in the
the latter effect. The essence of the method is to deter- diagram in Fig. 2. The radial velocity V. measured at
mine the arrival angle of signals within the beam from any point within the beam will be given by
the phase difference between signals received in spa-
tially separated receiving antennas. The change in the
phase difference as a function of the radial Doppler
velocity can be used to determine the horizontal winds.
The value of the phase difference when the radial
Doppler velocity is zero will depend on both the off-

vertical incidence angle and the true vertical velocity.
All the parameters can be derived from the phase of
the coherence function as we will show. Our assump-
tions and approximatiorns will be suitable for conditions
characteristic of tropospheric and to some extent lower
stratospheric flows.

Van Baelen (1990) and Van Baelen and Richmond
(1990) have addressed some of the same questions that
we address here. Our work has progressed in parallel
with theirs and, although there is general agreement
between the two sets of results, the approaches are
somewhat different.

In the next section, the basic equations are derived.
Section 3 uses ample data obtained with the MU radar
located in Japan to illustrate the application of the Al - d12 _ A2
nmthod. Section 4 discusses the practical aspects of MG. 1. Diagram showing how a phase difference is produced in
apgyn the Method. Section 5 contains the conclu- two adjacent receiving antennas by asymmetric scattering within the
sioU. beam.
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Y1 The Fourier transform of the time series of voltages
measured with each of the receiving antennas leads to
a representation of the signals as an amplitude and
phase for each Doppler frequency w. Details can be
found in any number of basic texts, including Doviak
and ZrniE (1984). We can represent the result of the
Fourier transformation as

F(w) = A((w) exp[i4i(w)] (5)

where A (w) is the amplitude and O(w) is the phase.
- x' The squared magnitude of F( w) is the standard Dopp-

ler spectrum. With two receiving antennas, we have

F, (w) = AI (w) exp[i~l1(w)] (6a)

F2(w) = A2 (W) exp[i4 2(1)]. (6b)
The cross spectrum is then defined as

C 12 = FI(w)F(

FM. 2. Diagram showing contours ofconstant radial velocity (ight = AI(o•)A2(ow) exp{i[0I(o) - 02()]J} (7)
solid lines) within the horizontal plane illuminated by the transmitted
beam. The receiving antennas are located along the x axis, which where * represents the complex conjugate. The am-
corresponds to an azimuth measured from north of a. The wind plitude of C 12 as a function of frequency is effectively
direction is indicated by the heavy arrow that points in the azimuth the same as the amplitude of the Doppler spectrum,
direction 0. since F, and F 2 both represent the Fourier transforms

of the signals received with vertically pointing trans-
mitting and receiving beams. The phase of the cross

V, = Vh cosm sinf + w cost, (2) spectrum represents the phase difference between the
where IA is the angle between the x axis and the signals received in adjacent receiving antennas as a

d position function of Doppler shift or radial velocity.
vector of the point in the horizontal plane. Here VI is The cross spectrum produces a Doppler sorting of
the magnitude of the horizontal wind, r the zenith an- the contributions from the various scatterers within
gle, and w the vertical velocity component. Equation the scattering volume, and the contributions to a spe-
(2) is valid for any point within the illuminated volume; cific frequency component in the cross spectrum will
that is, any point within the outer circle in Fig. 2, so cm rmalpit ln ieo osatrdacome from all points along a line of constant radial
that p, will vary from 00 to 1800, and ý will vary from velocity; that is, one of the light solid lines perpendic-
0° to the beamwidth value for the range of points within ular to the wind direction shown in Fig. 2. The phase
the beam. We will assume that the horizontal and ver- difference is related to the zenith angle measured in
tical velocities are uniform throughout the illuminated the vertical plane parallel to the antenna baseline; that
volume. The zenith angles considered throughout the is, in the x'-z plane in Fig. 2. The average phase for a
paper are small since the measurements are all within given frequency component will correspond to the po-
the width of the vertically pointing beam. Therefore, sition at the center of the contour line of constant radial

cos - 1. (3) velocity; that is, along the heavy arrow representing
the wind direction, if the reflectivities are symmetrically

We can replace cosu and sin' with functions of x and distributed or uniform. If the zenith angle measured
y to so in the vertical plane parallel to the wind direction is 6,

X (X2 + y2)1/2 then we can write
(, 2 + y2)1/2 Z V, = Vh sinb + w. (8)

Since

=V40+ sin6' = sinb cos(a - 0) (9)

where z is the altitude of the scattering volume. Since we get
z, Vl, and w are constant for a given range resolution sin6'
cell, lines of constant x are also lines of constant radial Vr = Vh A- + w. (10)
velocity. The latter are indicated in Fig. 2 by the light cos(a - 0)

solid lines perpendicular to the heavy arrow repre- Figure 3 illustrates the relationship between 6 and 6'
senting the wind direction. described by Eq. (9), and Fig. 4 of the article by Palmer
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---- -- . . and intercept b given by

b•b =-mow. (13)

Three receiving antennas yield three slopes and three
intercepts. Any combination of two of the measured
slopes can be used to calculate the horizontal wind
components. Only the intercept from a single baseline
is needed to calculate the vertical velocity component
in the special case when there are no aspect sensitivity
effects.

MG. 3. Diagram showing the relationship between the inclination In spaced antenna analysis, the trace velocity along

angles of a layer along two different vertical planes. The respective a given antenna baseline is calculated by dividing the
inclination angles are 5 and 6'. The horizontal angle between the two antenna separation by the temporal lag at which the
vertical planes is (a - 0). maximum in the cross-correlaton function occurs.

Trace velocities from two nonparallel antenna baselines
can then be combined to yield the so-called apparent

et al. ( 1991 ) illustrates the relationships represented in velocity. The velocities derived from the phase-differ-
Eqs. (8)-(10). Equation (10) has been proven more ence slopes given in Eq. ( 12) correspond to the spaced
rigorously by Van Baelen (1990) by integration of the antenna trace velocities. Indeed, Fourier transform
radial velocity contribution across the beam. Our der- theory predicts that a shift in the cross-correlation
ivation is not a mathematical proof, but is based on function will be equivalent to a phase slope in the fre-
the geometry and is intended only as an illustration of quency domain. Thus, the horizontal velocity vector
the underlying principles, derived by combining the various slope estimates from

The contribution to the radial velocity in Eq. (10) the interferometer analysis will be the apparent velocity.
from the horizontal velocity component is actually the Equation (12) shows that the trace-velocity estimate
trace velocity multiplied by the sine of the zenith angle. will be ambiguous if the wind is perpendicular to the
Van Baelen (1990) was the first to point out this re- antenna baseline since the phase slope will be zero. In
lationship. A number of previous studies have applied such a case, the slopes from two other baselines can be
interferometer analysis to measurements made with used in the analysis since the wind can only be per-
only two receiving antennas. The assumption in those pendicular to one of the baselines. The same situation
studies was that the measured radial velocity compo- arises when the spaced antenna analysis is used.
nent was the projection of the horizontal velocity along From spaced antenna analysis, we know that the
the baseline; that is, Vh cos(a - 0), rather than the apparent velocity is a good estimate of the flow velocity,
trace velocity along the baseline; that is, Vh/cos(a - 0). as long as turbulent fading within the medium is not
As stated in the Introduction, our own derivation pro- significant. When turbulent fading is important, the
ceeded in parallel with the work of Van Baelen (1990) apparent velocity will be an overestimate of the true
and Van Baelen and Richmond (1990), and our onig- velocity (e.g., see Larsen and Rottger 1989). We have
inal formulation was based on equations that used the not considered the effects of turbulent fading on the
velocity component rather than the trace-velocity velocity estimates in our derivation. Such effects are
component, similar to what was used by Kudeki known to be important in the mesosphere and strato-
(1988), for example. The fact that the trace velocity sphere in certain height ranges (e.g., Kudeki et al.
rather than the velocity component appears in Eq. (10) 1989), but a number of studies have shown that the
is satisfying since it leads to a direct equivalence be- apparent velocity derived from spaced antenna mea-
tween the spaced antenna and interferometer analysis. surements in the troposphere often gives a good esti-
The latter must be the case since the two methods mate of the true flow velocity below the tropopause
merely provide alternative procedures for deriving the (e.g., R6ttger and Vincent 1978; Vincent et al. 1987;
horizontal winds from the same set of measurements. and various studies summarized by Larsen and R6ttger

Substituting Eq. ( 1 ) in Eq. (10) and rearranging, we 1991 ). An indication of whether fading has to be con-

sidered in estimating the velocity is whether the Dopp-

= kdM cos(a- ler spectra are dominated by beam broadening; that is,
h - W)(V, - w). (11) the spectral broadening produced by a range of radial

VA velocity components over the finite beamwidth, or by

The phase *0 can be seen to vary linearly as a func- comparable contributions from turbulent broadening
tion of the radial Doppler velocity V,. The line has and beam broadening. Simple calculations can be used

ope m given by to show that beam broadening will dominate in the
troposphere for almost any reasonable combination of

kdv cs(a( - 1) instrumental parameters. Hocking (1986) has shown
V( the latter to be true.
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If estimates of the true velocity are required, the pa- the intercept in the linear relationship represented b
rameters derived from the interferometer technique Eq. (13), and the term results from setting O, = 0 ii
described here can easily be used as input for the full Eq. ( 13), which corresponds to obtaining the spectra
correlation analysis formulated by Meek (1980), for component from the portion of the beam that point
example. The parameters used in Mcck's method are exactly in the vertical direction when there are no aspec
the lags corresponding to the maxima in the cross-cor- sensitivity effects. The uncertainties in the slope esti
relation functions and an estimate of the characteristic mates a,, can be calculated by standard formulas, sucl
fading time of the autocorrelation function. The an- as those given by Bevington (1969). We obtain
tenna separations divided by the lags are equivalent to
the trace velocities, which are also a product of the a 2 = N () - b - m 2

interferometer analysis. The fading time is directly re- N - 2
lated to the width of the autocorrelation function × [N 2 V2 _( 1 •;.)2]-l (20
which, in turn, is related to the width of the power N(

spectrum since the power spectrum and autocorrelation where N is the total number of discrete values fror
function are Fourier transform pairs. However, for the the cross spectrum used in the line-fitting procedui
remainder of the article we will assume that the ap- and n ranges from I to N. The error in the intercer
parent velocity gives a good estimate of the true flow Ob can be calculated from the formula (Bevingto
velocity for the reasons cited in the previous paragraph. 1969)

Using two of the measured slopes for the baselines
between antennas l and 2 and antennas I and 3, for b 2 =.0.( - b -(MV")2]
example, Eq. (12) yields N-2

kd1 2(cosOcosa, 2 + sin0sina, 2)= Mr 2Vh (14a) X [ V2,]([NJ - (V V,.) 2
1-. (21

kd,3(cosO cosa 13 + sin0 sina 13 ) = m13Vh (14b) The uncertainty in the vertical velocity estimate be
comes

which can be rewritten as

o.m = (brym + morb)m- 2. (22
Xsina] 2 + Y cosa 1 2 = ( 15a) Corresponding expressions for the velocity magnitud

and direction error bars can be found in a straightfo;
ward way from Eqs. (17) and (18). Equation (22

X sina13 + Y cosaI3 = (15b) shows that the error bars for w will become infinite
d13 the slope m becomes zero. The latter can happen it th

where X = sinO/Vh and Y = cosO/Vh are the inverse antenna baseline is perpendicular to the flow directior
trace-velocity components. We can solve for X and Y The solution is to use a different pair of receiving ar
to get tennas for the calculation. The method described hes

d13 M 2 c - d1 yields the uncertainties in a straightforward mannr
X = cosa,3 - 2m• 3 ootl2  (16a) and with a minimum of calculations. We will discmw

kdl 2d[3 sin(a[2 - a03) various aspects of implementing the scheme in practic

= d1 3m12 sina, 3 - dJ2m33 sina, in section 3.
kd,2d] 3 sin(a1 3 - a, 2) b. The case with aspect sensitivity

The ratio of X1 Y gives the solution for 0 Radar reflectivities at longer wavelengths, such a

mj 2d13 COSa,3  m,13 d12 C05a 12  those around 6 m, are known to show aspect-sensitivit
tanO = - m.dt3 cos•3 - •3d2 cosa2 (17) effects (e.g., Tsuda et an . 1986). The backscatterem12d|3 sinai3 - mt3dl2 sinoat2 "power decreases rapidly as the beam is moved awa

from zenith. The aspect sensitivity is not a problem i
itself as long as the refractivity layers are horizontaVh = U12ddt3 Ison(aQ2 - IAIUM)[(m2d,3 coso3 however, the layers are generally tilted a few degree
out of the horizontal plane. The effective beam-poinm

m[3d,2 cosOa12)2 + (mIdt3 sinc13 ing direction then becomes essentially perpendicula
- mrn3dl 2 sina12 )2]-1/ 2 . (18) to the layers since the strongest echoes come from thl

direction. Larsen and R6ttger ( 1991 ) have discusse
Equation (13) gives the vertical velocity directly these problems in detail and have provided measurt

b( ments of the in-beam incidence angles measured ow
w = . (19) a4-dayperiod. Palmeret al.(1991)have shown, base

on an analysis of interferometer data, that the radi.

Equation (19) comes directly from the expression for velocity measured with a nominally vertical beam
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effectively the velocity perpendicular to the refractivity of the small circle. For the particular configuration
layers. The recent articles discuss the effects in detail, shown in Fig. 4, the phase difference corresponding to
but the problems and effects associated with inclined a particular value of the radial velocity will be shifted
refractivity layers have been known for a number of to the right; that is, along the positive x' axis as a result
years (e.g., see Rottger and lerkic 1985). of the aspect-sensitivity effects. As we will show in more

The configuration resulting from the aspect sensi- detail below, the slope of the phase variation as a func-
tivity effects is illustrated in Fig. 4, which shows the tion of the radial velocity remains the same, but the
area in the horizontal plane illuminated by the trans- intercept of the line describing the phase variation be-
mitted beam as the large circle. Contours of constant comes shifted. Note also that a shift in the scattering
radial velocity are shown as the light solid lines again, area parallel to the wind direction produces no change
and the heavy arrow that forms the diameter of the in the measured value; that is, displacing the center of
outer circle indicates both the wind direction and the the small circle along the direction indicated by the
mean position for the constant-radial-velocity contours large arrow produces the same mean phase or location
when aspect sensitivity effects are unimportant. Aspect for a given value of the radial velocity as would have
sensitivity produces enhanced backscatter for a direc- been measured if there were equal contributions from
tion perpendicular to the refractivity layers. Typically, all points within the instrumental beamwidth. Inspec-
the aspect-sensitivity pattern is much narrower than tion of Fig. 4 will show the latter to be true. Therefore,
the beamwidth so that the contribution to the back- we can limit our derivation to consideration of the effect
scatter comes from a small area within the illuminated of the component of the off-vertical incidence angle
volume. The smaller circle represents the area within perpendicular to the wind direction.
the illuminated volume that produces the largest con- The radial velocity measured at any point within the
tribution to the received signal, due to aspect sensitivity scattering volume will be
effects. If the layers are horizontal, the smaller circle
will be centered at the origin, and the only effect is to Vr = Vh sinb + w (23)
make the effective beamwidth narrower than the in- where 6 is the zenith angle measured from the center
strumental beamwidth. However, if the layers are in- of the scattering volume along the plane defined by the
dined with respect to the horizontal, the smaller circle horizontal wind direction and the vertical. If x' and
becomes displaced from the origin, as shown in Fig. 4. yo are the coordinates of the scattering center; that is,

The contours of constant radial velocity enclosed the center of the small circle in Fig. 4, then we can
within the smaller circle in Fig. 4 will be the ones that write
contribute to the phase measurements, and the mean
position will be along the arrow that forms the diameter sin - [(x' - x) 2 + (y' - )2/2

i[(x' - x,0) 2 + (y' - y,) 2 + z 2J"2

Ay x Xo (24)
z cos(a - 0) (

The approximate form of Eq. (24) was derived by using
the fact that (y' - yo) = (x' - x'o) tan(a - 0) and by
noting that the height z is much greater than the hor-
izontal displacements in either the x' or y' directions.
Since

X X
S= sinb' = ,2 + /2 Z (25)

and

tan_, L = - zsin(a -0) (26)

where 4,. is the component of the incidence angle per-
pendicular to the wind direction, we get

Ig , =Vh[ 0 1 -+ tan4,.± tan (a - )]+ W.

FIG. 4. Dianam showing the contours of constant radial velocity = - +a

(iWt sid lines) in a format similar to that shown in Fig. 2. Aspect- (27)
se.mivity effects localize the scatter within a small area of the larger
bmw, howe, ,s mamwn by the circle ofwule d , n 'w The center Rewriting Eq. (27) in the form of the phase difference
ofthe catterin region is located at coordinates xo and we. as a function of the radial velocity gives
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kd cos(a - 0) kd cos(a -0O)0 = V, - kd tanW4isin(a -0) 0 - V, + kd tanf sin(0 - X)Vh _Lsi'aP•

wkdcos(a - 0) wkd cos(a - 0)
- h - (28) X sin(a - 0) - h(31)Vh V

The relationship is still linear, and the slope of the line For each baseline, there are two fitted parameters. The
is the same as we found before without aspect-sensi- slope of the fitted line is given by
tivity effects. However, the intercept, given by the sum kdo cos(au - 0)
of the last two terms in Eq. (28) now depends on both rnij = (32)
the vertical velocity and the component of the off-ver- V=
tical incidence angle perpendicular to the wind direc- The intercept is given by
tion.

For a layer tilted at the angle f! from the vertical, bo = kdu, tan4f sin(0 - x) sin(a1 1 - 0) - miow. (33)
the tilt component along another vertical plane will be
related to 4, by A more useful form of Eq. (33) is

tan4,' = tan4i cos# (29) b,1 = kd0j(tanf'x cos0 + tan4,y sin0)

where ý' is the tilt angle in the vertical plane rotated X sin(auj - 0) - mow. (34)
by angle # in azimuth with respect to the vertical plane Any pair of the slope estimates can be used to cal-
in which 4, is measured. We can then express tan#,± as culate the horizontal wind components from Eq. (19).

The slopes and intercepts can then be used to calculate
tanfi_ = tan4' cos ( + O - X) (30) 4,, 45y, and w from Eq. (34). The error estimation can

be carried out as described in section 2b.
where X is the azimuth along which the layer is tilted. Palmer et al. ( 1991 ) presented some examples of the
Finally, we end up with tilt-angle values derived by this technique. The half-
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klaO. 5. (a) Coherence function amplitude for a height with a broad spectrum. (b) Phase of the coherence function. (c)
Determination of the window for fitting the phase based on the implied horizontal velocity determined from the phase of the
coherence function. (d) Frted line and actual phase values.
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hour average values were found to have magnitudes of to provide a framework for carrying out the analysis
-0.5*, which agrees, in general, with the results of of interferometer data, including the complexities im-
R6ttger et al. (1990) and Larsen and R6ttger ( 1991 ), posed by aspect-sensitivity effects; however, the easiest
who derived the tilt angles by a different method. R6tt- way to illustrate the method is to apply it to a small
ger et al. (1990) have also presented results of tilt angle sample of data. The observations were made on 24
measurements based on data from the Chung-Li radar October 1989 from 2100 to 2400 LST with the MU
in Taiwan, which agreed with the other measurements radar located in Shigaraki, Japan. The great flexibility
as far as overall average magnitude is concerned, of the radar system makes it possible to operate the

An advantage of the analysis technique presented radar in a number of different modes. In this case, the
here over those that use Doppler measurements of the central portion of the array was used for transmission,
vertical velocity is that it leads to estimates of the true and three spatially separated receiving antennas were
vertical velocity. Off-vertical in-beam incidence angles used. The dataset has been described in more detail by
result in measured radial velocities that have a com- Palmer et al. ( 1990, 1991 ).
ponent that is the projection of the horizontal velocity The interferometer analysis, as described in the pre-
along the line of sight. Although, the angles are typically vious section, was carried out, including the calculation
small, the difference between the true vertical velocity of the complex coherence function. Examples of the
and the radial velocity in a nominally vertical beam calculated functions from two heights are shown in
can be significant, as shown by R6ttger and lerkic Figs. 5a-d and Figs. 6a-d. Figure 5 corresponds to the
(1985), Larsen and Rottger (1991), and Palmer et al. case of a broad Doppler spectrum. Figure 5a shows
(1991). that the spectral peak can be discerned between the

approximate limits of ±5.0 m s-'. Over the same ve-

3. An example of the application of the method locity or frequency interval, the phase in Fig. 5b can
be seen to be varying linearly, as expected for small

Our goal is not to make an exhaustive test of the zenith angles. Actually, the phase changes by more than
technique or to compare results provided by different 2-w rad, which produces the two discontinuous jumps
types of analysis. The purpose of the paper is merely near ±3.5 m s-'. As illustrated in Fig. 5a, the phase
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Fio. 6. (a) Coheece function amplitude for a height with a narrow spectrum. (b) Corresponding phase for the coherence
function. (c) Window for the fitting determined from the beam broadening effects due to the approximate horizontal velocity.
(d) Actual phmw value and fitted line.



FEBRUARY 1992 LARSEN ET AL. 11

of the coherence function varies linearly only in the equate results for the case described here, in which the
part of the Nyquist spectral interval that contains signal. wind was almost entirely parallel to one of the antenna
Therefore, a window based on the beam broadening baselines.
caused by the horizontal wind was chosen. Since the Figure 6 shows an example involving a narrow spec-
phase information defines a pointing direction, the ve- tral peak. The window for fitting is again determined
locities in the Doppler spectrum can be interpreted as by the beam broadening due to the approximate hor-
the projection of the horizontal velocity along those izontal velocity as shown in Fig. 6c. The fitted line and
pointing directions. Figure 5c shows the radial velocities the phase values are shown in Fig. 6d.
converted to approximate horizontal velocities. The The winds were calculated for heights between 6 and
velocities should lie along a horizontal line if the winds 16 km based on 30-min-average spectra such as those
are uniform. The median of the approximate horizontal shown in Figs. 5 and 6. The results are presented in
velocity estimates was calculated and used to find the Fig. 7a. The true vertical velocity was also calculated
beam-broadened spectral width, which was used to de- as indicated. The Doppler velocity measured with a
fine the window for the linear fitting procedure. The vertical beam is effectively the radial velocity perpen-
line fitted to the phase variation is shown in Fig. 5d dicular to the tilted refractivity layers, as discussed by
superimposed on the actual phase values. Note that Rottger and lerkic (1985), Larsen and Rottger (1991),
the horizontal axis in Fig. 5d has a different scale than and Palmer et al. ( 1991 ). The resulting velocity esti-
the axis in Figs. 5a-c. More work is needed to refine mates are then contaminated by a component of the
the procedure for estimating the spectral window for horizontal wind. However, the interferometer analysis
fitting the line, although this procedure produced ad- described here yields the true vertical velocity, in ad-
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FIG. 7. Ot• the Wlerfiles of the zonal and meridional wind determined by the interferometer
melbodfot the dal ftm 2145 to 2215 Ur. The ruwe vercal velocity derived by the interferometer
method is dhown on the riht.



12 JOURNAL OF ATMOSPHERIC AND OCEANIC TECHNOLOGY VOLUME9

dition to the layer tilt angles. The latter are not shown which profile is a better estimate of the true winds with
here but were presented by Palmer et al. ( 1991 ). the data available here. The data that produced the

The curves for both the horizontal and vertical ve- curves in Fig. 7 were obtained between 2145 and 2215
locities in Figs. 7a and 7b have error bars plotted, al- LST, and the data in Fig. 8 were obtained between
though they are more obvious in the panel on the right. 2110 and 2120 LST, since the sampling scheme was
The uncertainty in the horizontal velocity determi- different. Therefore, the differences in the profiles may
nation is -0.5 m s- at most heights. The uncertainties be due to temporal evolution of the flow. However,
in the vertical velocity estimates are larger in compar- the differences in the vertical velocity estimates ob-
ison to the magnitude of the velocities than is the case tained during the two observation intervals can be ex-
for the horizontal winds. Typical magnitudes of the plained in large part by the effect of the off-vertical
uncertainties of the vertical velocities at most heights incidence angles that affected the Doppler measure-
are in the range from 5 to 10 cm s-'. ments, as shown by the detailed analysis carried out

For comparison, the horizontal winds deduced by a in the study by Palmer et al. (1991), indicating that
Doppler method are shown in Fig. 8a. The Doppler the temporal evolution, at least in the vertical velocities,
estimates lie outside the error bars derived from the was small during the gap in the observations.
interferometer analysis at many heights, indicating that The vertical velocities deduced by the Doppler
the differences are attributable to more than statistical method are shown in Fig. 8b. There are significant dif-
uncertainty, although there is no way to determine ferences between the profiles in Figs. 7b and 8b for the
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Flo. 8. On the left, profiles of the zonal and meridional velocity derived by the Doppler method for
the thu from 2110 to 2120 LST. The vertical velocity profile derived by the Doppler method is shown
on the fight.
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reasons related to tilted refractivity layers already cited. of the same advantages and disadvantages of interfer-
Although the uncertainties in the vertical velocity es- ometry apply to spaced antenna systems, which have
timates are relatively large in comparison to the velocity the same hardware requirements (Larsen and R~ittger
magnitudes, the differences between the vertical veloc- 1989).
ities derived by the interferometer and Doppler meth- Ideally, the coherence values from all antenna pairs
ods are larger than the uncertainties over a large part will be usable for the analysis, but in practice, the wind
of the height range. may be parallel to one of the baselines so that the co-

Figure 8 shows a gap in the vertical-velocity profile herence is low along the other two baselines. However,
determined from the Doppler method. The received since the wind magnitude and direction are calculated
power in the vertical and off-vertical beams for the as a first step by using the fitted slopes, such special
Doppler data near 14 km was comparable. However, situations should be evident before the second step of
the vertical spectra did not have well-defined peaks, finding the in-beam incidence angles and true vertical
and the spectral fitting procedure did not converge, velocities is implemented using the fitted intercept val-
The peaks in the off-vertical spectra were better defined, ues. Clearly, more study of such potential practical
and horizontal wind estimates were possible. The in- problems is needed.
terferometer profiles in the same height range show an
increase in the size of the error bars, although both the
horizontal and vertical velocities could be determined. 5. Conclusion

4. Di o Although the basic idea of using the linear variation
4.Discussio of the phase in interferometer measurements to infer

An advantage of the analysis method described here the horizontal winds has been discussed by a number
is that the number of computations required to imple- of authors, no complete analysis method has been pro-
ment it are reduced in comparison to the spaced an- posed. Also, the additional complexity introduced by

tenna analysis, for example. The spaced antenna anal- aspect-sensitivity effects has not been considered fully
ysis can provide the same parameters as the interfer- in the past in connection with the interferometer anal-

ometer method, namely, the horizontal and true vertical ysis. The analysis method introduced here involves only
velocities, and the layer tilt angles (Larsen and Rottger simple calculations but yields all the parameters that
1989, 1991 ); however, more calculations are required. are typically of interest for operational or research wind
The horizontal winds are calculated from the temporal profiler applications. Clearly, more detailed studies are
lags of the peaks in the auto- and cross-correlation needed in the future to determine how the interfer-
analysis. The tilt angle is calculated from the phase of ometer method compares to the spaced antenna or
the cross correlation at zero lag. The radial velocity in Doppler beam swinging method in terms of both ease
the vertical beam is derived from the variation of the of implementation and accuracy and precision of the
phase ofthe autocorrelation function, and the corrected results.
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ABSTRACT

Atmospheric backscatter or partial reflections observed with VHF radars are strongly enhanced for angles
within a few degrees of the vertical, although the strongest echoes are not necessarily exactly from the vertical
direction. Consequently, a nominally vertical beam can actually receive the strongest echoes from a direction
slightly off-vertical. The radial velocities measured in the vertical beam, then, are not true vertical velocities but
have contributions from both the projection of the vertical and the horizontal velocity along the effective beam
direction. We present measurements of the tropospheric and lower stratospheric incidence angles obtained over
a period •f four days with a spaced antenna radar system and calculate the true vertical velocities by means of
a correction derived by combining the incidence-nl measurements, the radial velocities in the vertical beam,
and the horizontal winds obtained by the standard spaced antenna method. Typical values for the incidence
angles are less than 2° when averaged over 8 min or more. The vertical velocity corrections are typically 5%-
200% of the magnitude of the vertical-beam radial velocity. The corrected vertical velocities are found to be in
better qualitative agreement with expectations based on the meteorological conditions for the period.

I. lntroduction nuities in the vertical temperature gradient that would
lead to Fresnel reflection or Fresnel scatter (e.g., Gage

Even the earty measurements made with VHF radars et al. 198 1). Rottger and Larsen ( 1990) have reviewed
indicated that the atmosphere is strongly anisotropic, e obseRvtions and cite much0o he reviera-
i.e., aspect sensitive, when observed with longer wave- the observations and cite much of the relevant litera-ture.
lengths, e.g., 6 m or greater. Examples are the studies t spe t

by Geenand age(198) ad Roige (190).Ob- Aspect sensitivity has been used to full advantage in" by Green and Gage ( 1980) and Rdttger ( 1980). Ob-

servations typically indicate 1) an enhan::c'vent of spaced antenna VHF radar wind measurements (see
-10--14 dB in the reflectivity when the beam is pointed e.g., Rdttger arie Larsen 1983; Larsen and Rottger
vertically, i.e., as compared to 10° off-vertical, and 2) 1989). Since all the beams are pointed vertically when

a rapid drop-off within a few degrees of vertical. More using the technique, the signal-to-noise ratio improves.Radars using the Doppler technique to measure windsrecently, Tsuda et al . (1986) used th e andxupe beam- typically have one beam pointing vertically and twosteering capabilities of the MU (middle and upper at- or more beams pointing in off-vertical directions. The
mosphere) radar located at Shigaraki, Japan, to study signal-to-noise ratio then is greater in the vertical beam.
the problem and found that the enhanced reflectivities These considerations apply only to longer wavelengthsonly occurred within -5- 5 of the vertical direction. The such as those around 6 mn or greater. Studies have al-
dynamics responsible for the layers are still poorly un- such shose ar 6 ms orcgreater. is haem-derstood. Anisotropic turbulence has been suggested ready shown that the aspect sensitivity effect is unim-
(dertov d. Znis i a wurbulecel has been dsuggeste portant, except in unusual dynamical conditions, at
(Doviak and Zrnik 1984a), as well as sharp disconti- UHF frequencies with wavelengths such as 70 cm. Lit-

tie is known about the transition range between the
two wavelengths since virtually all the radars being used

On levefrom: Department of Physics and Astronomy, Clemson for radar wind-profiling studies operate at wavelengths
University, Clemson, SC 29631. close to either 70 cm or 6 cm. Rottger and Larsen

t One kaefrom. Max-Planck-institut fir Aeronomie, Katlenburg- (1990) fist most of the MST (mesosphere/strato-
LindeU, West Germamy. sphere/troposphere) research radars presently in op-

eration, along with the instrumental parameters.
COWtWd author adaes: Dr. Miguel F. Larson, Dept. of Only a few measurements of the layer tilt angles have

Physics mad Astronomy, Clemson University, Clemson, SC 2963 1. been carried out. Green and Gage (1980) and Tsuda

0 1"9 American Meteorological Society
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etal. ( 1985)both used radarsystems with flexible beam- winds since detailed descriptions have been given by a
steering capabilities to locate the pointing direction with number of authors including the recent review by Lar-
maximum reflectivity. The latter direction was as- sen and R6ttger (1989). Basically, a single antenna is
sumed to be the direction perpendicular to the tilted used for transmission, and a minimum of three spa-
refractivity layers. Neither study examined an extended tially separated antennas are used for reception. The
dataset. The method requires a fairly sophisticated in- received signals are cross correlated in order to deduce
strument that is either built specifically for the purpose, the time required for the refractivity pattern aloft to
such as the Sunset radar used in the earlier study, or a traverse the array of receiving antennas. The resulting
radar built with sufficient flexibility in beam-pointing temporal lags, in combination with the known antenna
and beam-steering capabilities to make the measure- separations, are used to calculate the horizontal veloc-
ments possible, such as the MU radar used in the later ities. The vertical velocity can be derived directly from
study. Rdttger ( 1981 ) first pointed out the possibility the Doppler shift measured in any of the vertical beams,
that tilted layers may bias vertical velocity measure- similar to the technique used in what has become
ments. Rottger and lerkic (1985) first proposed an al- known as the Doppler method. All indications are that
ternative method for determining the incidence angles the Doppler technique and the spaced antenna tech-
from within the beam of the received signals based on nique yield wind estimates of comparable accuracy and
measurements of the phase differences between the reliability (see e.g., Larsen and R6ttger 1989), although
signals in two spatially separated, vertically pointing there are additional advantages associated with the
receiving antennas. Since the antenna beams are ver- spaced antenna method (e.g., R6ttger 1989), among
tically pointing, no sophisticated beam steering is re- them the possibility of applying the techniques de-
quired. They also presented small samples of data, and scribed here.
R6ttger et al. (1990) provided a more detailed analysis The SOUSY-VHF radar is located in the Harz
of data from the Chung-Li VHF radar showing the Mountains in West Germany near the town of Bad
existence of tilted layers. However, no extensive mea- Lauterberg. The system radiates at 53.8 MHz with a
surements of the incidence or tilt angles over longer single large transmitting antenna, as shown schemat-
periods and no detailed studies of the vertical velocity ically in Fig. 1. The diameter of the large antenna is
corrections have been carried out previously. -60 m. The radar can either receive with the same

In this paper, we present results from four days of antenna used for transmission or with three smaller
observation carried out in April 1984 with the SOUSY- receiving antennas located adjacent to the large array,
VHF radar (sounding system) located in the Harz also shown in Fig. 1. The receiving arrays are each
Mountains in WestGermany. In addition, we used the '-20 m in diameter. Two of the receiving arrays are
measured incidence angles, in combination with the located along a west-east line and will be designated
radial velocities from the vertical beam and the hori- as the west and east antennas, respectively. The third
zontal winds measured with the radar, to produce a antenna is located south of the other two and will be
set of vertical velocities corrected for the effective off- designated the south antenna. The peak radiated power
vertical pointing angle of the nominally vertically was 200 kW with an average power of - 10 kW. The
pointing beam. We will show that the resulting veloc- particular combination of parameters used in the ex-
ities appear to be in better qualitative agreement with periment produced acceptable signal-to-noise ratios of
the expectations based on meteorological conditions 3 dB or greater up to heights of - 16-18 km with
for the period. 300-m height resolution.

The experimental setup and a description of the During April 1984, the radar was operated contin-
technique are presented in section 2. A description of uously for four days from 1000 MET (middle Euro-
the measured incidence angle values is presented in the pean time) 9 April until 1500 MET 13 April. During
following section. Section 4 deals with the observed the experiment, only the spaced antenna method was
radial velocities in the vertical beam and the corrected used for measuring the winds, so that the large array
values deduced from a combination of the incidence was used only for transmission and the three smaller
angles and the velocity measurements. Section 5 gives antenna arrays were used for reception. The height res-
an assessment of the various potential errors in the olution above 3 km was 300 m obtained with a coded
measurements. The last section is a discussion of the pulse scheme. Data were also available for heights be-
results and the conclusions, low 3 km but were not used in this study.

2. Demti of the experimmet b. Method for measuring in-beam incidence angles

a. Descriion ohe SO USY- VHF radar system The method for measuring in-beam incidence angles

The obuervatlon descrbed here were obtained with with a spaced antenna system was first proposed by
the SOUY-VHF radar operating in the spaced an- Rbttger and lerkic (1985). Figure 2 shows the method
teas mode. We will not describe the details of the schematically. As an example, consider a tilted refrac-
madmsd paced antenna technique for measuring tivity layer in the far field of the antenna, indicated as
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FIG. I. Schematic diagram showing the layout of the SOUSY-VHF radar in the
configuration used for spaced antenna wind measurements.

the line that is the cross section of the surface S, which 3, which represents the relatively broad beam pattern

will create a difference in the path length for the signals as a Gaussian with horizontal hatching. The aspect
received in two spatially separated antennas. Thus, the sensitivity pattern associated with the inclined layer is
phase difference between the two signals or, equiva- shown as the narrower Gaussian with vertical hatching.
lently, the phase at zero lag of the cross correlation p,, The effective beam pattern is the convolution of the
between the two complex signals is related to the in- other two patterns and is shown as the narrow Gaussian
cidence angle 6,j, as shown schematically in Fig. 2b. with diagonal hatching. Typically, the beamwidth is
Simple geometry shows that if d4, is the distance be- greater than the aspect sensitivity pattern width, so that
tween the ith andjth receiving antennas, 0, is the phase the measured incidence angle is nearly the same as the
angle difference, and X is the radar wavelength, then tilt angle of the layers, as illustrated in Fig. 3. Therefore,
the incidence angle in the plane defined by the vertical when the off-vertical incidence angles are produced by
direction and the baseline between the two antennas layered structure and when the beamwidth is broader
is given by than the aspect sensitivity pattern, the measured in-

cidence angles can be interpreted as layer tilt angles.
6I =fsin-,I 2rd . (1) Off-vertical incidence angles can also be produced by

asymmetric distributions of localized scatterers across

A spaced antenna wind measurement requires at least the beam. For example, if the strongest scatterers are
three receiving antennas, which constitutes a typical located in the eastern quadrant of the beam, the inci-
setup (ee, e.g., Rdttser and Larsen 1990). Thus, there dence angles will be biased toward the east. The latter
is redundancy in the measurement since there are three effect cannot be excluded, and there is no direct way
antenna combinations that can be used to full advan- to distinguish between the layer scattering and the
tape to reduce the uncertainty in the measurement or asymmetric scattering distribution effect based solely
to check on the internal consistency in the data. The on the vertical beam measurements described here.
parameters d and X are fixed for a given pair of re- Therefore, there is no ambiguity about the incidence-
ceiving antennas and a given radar system. Equation angle measurements, but we have to be careful when
(1) then implies that there is a limited range of inci- interpreting the measured incidence angles as layer tilt
dance angles that can be determined unambiguously. angles.
The gbct, as well as the antenna pattern weighting, At the time of the experiment, the preprocessing
wa d•msed by R~tter and lerkic (1985). possible with the available computing equipment was

O u-vtical incidence angles can be produced by as- limited. Therefore, in order to reduce the number of
PM sefti reftwive index layers if they are tilted data tape changes required, a data-taking scheme was
a m the dhwhonW plane, a discuseed in section 1. implemented in which measurements were taken for
Ti Wo~sst due to cinh layer is strongest in a di- 8 win during each 20-min period. Another character-

fniSNV lUM l -11 to the lays and deceases rap. istic of the data-taking scheme was that the signals from
t d•an t lnldmce ang* moves away from perpen- the three receiving antennas had to be multiplexed inId•. Ih te a" is 1insrad sclematically in ig. time rather than being sampled simultaneously, thus,
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: FIG. 2. Schematic showing the phase difference between the signals

in two spatially separated receiving antennas, A, and A2 , when the
-West.- refractivity layer S is tilted at an angle 6. The measured radial velocity

due to the off-vertical beam is w* rather than the true vertical velocity
. -r - w. (b) Representation of an ideal cross-correlation function for the

S2 -signals in two spatially separated receiving antennas. The magnitude
S-- south is shown by the Gaussian curve labeled P12. The phase-angle variation

is shown by the straight line labeled 0 12. The lag between the signals
in the two receiving antennas is 712, which is related to the horizontal

~ 1 ,*.... . 'p - east wind. (c) The variation of the phase angle with time for the three
receiving antennas is shown in an idealized form. The time at which
each of the antennas was sampled is shown by the filled squares.
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Lag

introducing a delay of one coherent integration period 3. Incidence-angle measurements
between the samples in adjacent antennas. The effective
sampling period after coherent integration of 370 ms The observation period was characterized by weak
was thus three times the coherent integration period convection with variable cloudiness and occasional
for one antenna. The sampling scheme is shown sche- light rain during the first two days, followed by the
matically in Fig. 2c, which represents the variation of passage of a warm front that first reached the radar site
the phase # in the east, south, and west antennas. The aloft at the beginning of the third day and passed the
slope of the phase curve is, of course, related to the site at the surface at the end of the same day. The
radial velocity of the scattering-reflecting medium. The fourth and final day of observations was characterized
times when each of the curves was sampled are shown by mostly stable conditions and clear skies. Larsen and
by the filled squares in the figure so that the cycle in- R6ttger (1985) have described the meteorological con-
volved sampling the east antenna first, followed by the ditions in more detail.
south and west antennas. The incidence angle mea- The radar reflectivities from the combined mea-
sum itaW ideally require simultaneous samples, and surements of the three receiving antennas during the
eve a deay of only one-third of dhefiu•itv• sampling pcriod are shown in Fig. 4, which represents contours
peiod cm pooduce unacceptable errors. Therefore, a of reflectivity at 4-dB intervals for the period beginning
NNW isupale had to be introduced in the anal- at 1200 LST 9 April and ending at 1200 LST 13 April.
Y* a we will dcdbe in the next section. Higher values are indicated by darker shading. The
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reflectivitics generally decrease with height, even after Reflectivities
the range-squared correction has been applied, due to
the decreasing mean atmospheric density. The en- 18
hancement due to the sharp temperature variation near
the tropopause is evident at heights between 9 and , 15
12 km. The other notable feature is the band of en-
hanced reflectivities associated with the front, which - 12
stretches from the tropopause near 0000 LST 12 April -
to approximately 3 km at 0000 LST 13 April. The 9-
tropopause height rises after the front has passed. U

Potential temperatures calculated from the Han- Q

nover rawinsonde profiles are shown in Fig. 5 in a sim- 6 6

ilar format for the same period. The location of the
radar and rawinsonde tropopause height agree well, as 3
do the location of the frontal boundary inferred from 9/12 10/12 11/12 12/12 13/12
the rawinsonde data and from the radar reflectivity April 1984
data. Larsen and R6ttger ( 1983, 1985) have discussed
a number of such cases and have shown that the radar Contour interval: 4 dB
and rawinsonde observations generally agree well.For the period corresponding to the reflectivity Pta. 4. Six-hour-average reflectivity measured with the SOUSY-

VHF radar over the 4-day period. The contour interval is 4 dB, andmeasurements shown in Fig. 4, the phase angle of the the reflectivities are given in arbitary units since the radar was not
cross correlation at zero lag was calculated for each calibrated. The notation 9/12 refers to 1200 MET 9 April.
antenna pair. In addition, the phase angles for the pre-
S vious and subsequent lags were also calculated. The latter would not have been necessary if the three re-

ceiving antennas had been sampled simultaneously,

Incidence Angle Effect but the offset in the sampling scheme illustrated in Fig.
2c had to be taken into account. The adopted correc-
tion scheme was a simple linear interpolation between
the two values closest to the zero lag. We will return
to an assessment of the validity of this approach in
section 5.

As mentioned earlier, data were recorded for 8 min
"- beginning at 0, 20, and 40 min after the hour. Each 1
Smin of data was analyzed separately to produce the

cross-correlation phase angles, along with the standard
horizontal winds, vertical velocities, and power pa-

Hannover Potential Temperature

18

0 12
-4 -2 0 2 4 .,

Zenith Angle (Deg.). 9
0 Radar beam pattern
U Aspect sensitivity pattern
U Effective beam pattern 3 290

FO. 3. Schmati c owla the off-vetica incidenC"Wge effect 9/12 10/12 11/12 12/12 13/12
&tr a awmiwm vwdcay pointing bam. The wide Gaumian rep-
Ies - nsm brn paow. The narrow rngmn ndaed April 1984

bYvw~dhrM~im wet ea l the tkser pane pwduced by
a c0lms ol- of do uummitivity effaa ad a refrative index FPG. 5. Contours of potential temperature for the period corre-
h i$dht with ft u - toS hiuhsaumL The efective beam pat- spodinlg to the data in Ftg 4. The values were calculated from the
"Mb baPAN shies of At ahr two Paltm and ishbown as the Hannover rawinsonde data. The Hannover station is located ap-

ons GAMM wit dlWl'd hng. proximately 90 km northwest of the radar site.

I'
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rameters. The 8 min of data were averaged to produce ments. The contour interval is 0.2°, and larger positive
a single value assumed to be representative of a given values are indicated by darker shading. The contours
20-min period. Since the sampling was not continuous, corresponding to +0. 1 * are indicated by thicker lines.
errors or biases may be introduced by assuming that A positive angle corresponds to an effective incidence
the 8 min of data are representative of the true average angle toward east or north, and negative angles cor-
for the entire 20-min period, but we have no means to respond to incidence angles toward west or south. A
test for such biases and will assume that any errors that northward incidence angle indicates, for example, that
are introduced are small and random. the refractivity layer is sloped from higher altitudes in

The radar wavelength is 5.58 m. The separation be- the south to lower altitudes in the north if a layer is
tween the centers of the west and south receiving an- responsible for the off-vertical incidence angle. Figure
tennas or the east and south antennas was 35.54 m, 2a illustrates the geometry.
and the separation between the centers of the west and There is an uncertainty about the incidence-angle
east antennas was 39.30 m. Substituting these values direction, but not about the magnitude, since instru-
into Eq. (1) shows the that incidence-angle measure- mental phase calibrations are not available for the ex-
ments become ambiguous if the angles are outside the periment period. In general, phase calibrations r-'-a p
range ±4.50 for the smaller antenna separation or obtained easily but the application of the data described
±4.00 for the larger separation when the phase differ- here was not anticipated at the time. The uncertainty
ence 0 varies from --180* to + 1800. The ambiguity is was resolved by comparing the sign ofthe 4-day-average
eliminated, however, by the beam pattern weighting measured angles at the lower heights with the 4-day-
of the transmitting antenna, which has a half-power average east-west and north-south slopes of isentropic
beamwidth of ±2.50. Nearly all of the 8-min-average surfaces calculated from the standard rawinsonde data
angles for the entire dataset had magnitudes less than for the area. A more detailed comparison is needed to
20, indicating that angular aliasing of the incidence- determine if there is a correlation between the layer
angle measurements was not a problem. Averaging over tilt angles inferred from the incidence angles measured
longer intervals further reduced the mean magnitudes with the radar and the orientation of the isentropic
of the angles, as might be expected. surfaces over scales of several hundred kilometers, but

Contours of the measured incidence angles are such a study is beyond the scope of the present work.
shown in Fig. 6. The upper portion of the figure shows The contour plot in Fig. 6a shows that negative in-
the component along the west-east direction, derived cidence angles dominate in the west-east plane, and
from the west and east antenna measurements alone, that the maximum magnitudes of the angles are larger
while the lower portion shows the component along in the troposphere than in the stratosphere. At higher
the south-north direction, derived from the combined altitudes, the pattern becomes more erratic as regions
west-south and east-south antenna pair measure- with low.-: signal-to-noise ratio begin to dominate.

Incidence Angles (W E) Incidence Angles (N - S)

18 18

15 -- 15

12
- 12

90 9

6* S 6

3 3
9.5 10.5 11.5 12.5 13.5 9/12 10/12 11/12 12/12 13/12

April 1984 April 1984

Contour Interval: 0.2 deg - 6 hr avg Contour Interval: 0.2 deg - 6 hr avg

FI. . (a) Ihdium wo sic" do westie d-tio1 calculated from the measured phase-angle differences The contour interval is
020. uIh emsmWa= gio t}+0. 1 = iadcaed by heavier fines, and larger positive values have darker shading. (b) Tilt angles
abqsaeg_-gs•_ 2 .-�_sh..a u o, a i to (a). The data from the west-south and east-south antenna pain were combined
fib I do .m l mm
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Figure 6b shows that positive incidence angles domi- c. Vertical-beam radial velocities
nate in the troposphere in the north-south plane,
whereas negative angles dominate in the stratosphere. The radial velocities observed in the vertical beam
The doping frontal boundary is also evident in the fig- are shown in Fig. 8a. Again, a 6-h averaging interval
ure and can be seen to stretch into the tropopause- was used. The contour interval is 5 cm s-', and positive
lower stratosphere region. Both Figs. 6a aud 6b show (i.e., upward) values are indicated by darker shading.
6-h-average values of the incidence angles, which gen- The zero line is shown as a heavier contour. The dom-
erally do not exceed magnitudes of 1 . Decreasing the inant features are the larger radial velocities that gen-
averaging interval increases the small-scale structure erally occur in the troposphere rather than in the
evident in the figures and increases the maximum stratosphere. There is a period of predominantly pos-
•magnitudes, as mentioned earlier. itive radial velocities in the troposphere from the be-

ginning of the observations until approximately 1200
4. Vertical velocity corrections LST 11 April. Positive velocities would be upward if

the reflectivity layers are exactly horizontal, so that the
a. Velocity correction formulas tilt angles are zero or if the isolated scatterers are sym-

metrically distributed within the beam. There is also
A nominally vertical radar beam receiving signal' band of positive velocities associated with the front

primarily from an off-vertical angle 6, as shown in Fig. that begins on 12 April and stretches into the early
2a, measures a radial velocity w' that is different from hours of 13 April. Finally, there are strong negative
the vertical velocity w. The two are then related by the velocities between 9 and 12 km during the first half of
equation the day on 13 April.

w = (w' + Vh sin6)/cosb (2) Radial velocity corrections were calculated according
to Eq. (3) using the incidence-angle values shown in

where Vh is the horizontal wind component. More Figs. 6ab and the horizontal wind data shown in Figs.
generally, both components of the inclination have to 7a,b. The resulting radial velocity corrections are pre-
be taken into account, together with both wind com- sented in Fig. 8b in the same format and with the same
ponents, and the expression for the true vertical velocity contour spacing as the radial velocities in Fig. 8a. The
becomes corrections are small except for the region below -9

km from 1200 MET 9 April until 1200 MET 1 April.
w = w'/cos6 + u tan6, + v tan&, (3) During this period, the corrections are comparable in

where 6 is the total incidence angle, 6, is the east-west magnitude to the measured radial velocities. The cor-
component, and 6,, is the north-south component. The rections in the region of the frontal zone are small ir
zonal velocity compouent u is positive toward the east, spite of the large incidence angles, because the velocities
and the meridional component v is positive toward the are either perpendicular to the incidence-angle azimuth
north. Since the incidence angles are small, usually less or because the largest velocities do not coincide exactly
than 20, a good approximation to Eq. (3) is with the regions in which the largest off-vertical angles

occur.
w % w' + u sin6, + v sinb,,, (4) The radial velocity corrections shown in Fig. 8b were

applied to the radial velocities in Fig. 8a to produce a
and is used in the remaining calculations. corrected vertical velocity, i.e., the best estimate of the

real vertical velocity. The results are shown in Fig. 8c
b. Observed horizontal winds in the same format as the two previous figures. The

most notable characteristics are that the region of ap-
The winds measured with the radar during the ob- parent steady upward motion below 9 km during the

servation period are shown in Figs. 7a,b for the zonal first 48 h of observation is either weaker or has largely
and meridional velocities, respectively. The positive disappeared. In fact, subsidence can be seen during a
values, corresponding to eastward and northward wind portion of the period. The strongest region of ascent is
components, have darker shading. The strongest winds now just below the tropopause and is centered at a
ame in the meridional direction with the largest north- time near 2200 MET 10 April. The strong apparent
ward velocities occurring in the first half of the period subsidence that was present between approximately 8
and the largest southward velocities in the second half. and 12 km after 1800 MET 13 April also has largel)
The circulation around the front is evident, as the two vanished. The ascent connected with the frontal band
smaller areas of alternately southward and northward remains, although stronger upward motion is now ev-
flow near the tropopause on 1 April and during the ident below the frontal boundary in the troposphere.
ftir half of the day on 12 April. The two sets of wind i.e., from about 0000 MET 12 April until 1200 MET
components have been combined to yield the total 13 April. The periods with vertical velocity magnitude,
wisd lpeed, which is reprewne in Fig. 7c. The 20 greater than 10 cm s-' are essentially limited to the
m 3-3 cntoum ae indicated by heavier lines, region close to the tropopause near the jet and the re-
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Zonal Velocity (6 hr. avg.) Meridional Velocity (6 hr. avg.)
18 18

-' 15 -'15

-9 9
b •

• 6 • 6

3 3
9/12 10/12 11/12 12/12 13/12 9/12 10/12 11/12 12/12 13/12

April 1984 April 1984
Contour Interval: 4 m/s Contour Interval: 4 rn/s

Wind Speed (6 hr. avg.)

S15

12 FIG. 7. (a) Zonal velocities measured with the radar for the 4-day
observing period. Positive values toward the east have darker shading.
The contour interval is 4 m s-'. (b) Meridional winds with positive

9 values toward the north in the same format as (a). (c) Wind speed
values produced by cumbining the data in (a) and (b). Higher values

6 have darker shading and the 20 m s' contours are indicated by
heavier lines.

9/12 10/12 11/12 12/12 13/12

April 1984
Contour Interval: 4 rn/s

gion in the unstable air ahead of the front. Superim- The largest corrections are found in the troposphere
posing the corrected vertical velocity contours and the below the height of the jet stream. In fact, the effect of
contours of potential temperature shown in Fig. 5 also the corrections is to reduce the average to values close
gives an indication of better qualitative agreement. The to zero for heights below -7 km. The large average
strong vertical circulation evident near the tropopause velocities between 7 and 10 km are the result of the jet
during the latter half of the day on 10 April coincides stream feature evident during the latter half of 10 April.
with the region in which the potential temperature The corrections are small above 13 km. Figure 9b
contours diverge, and the vertical velocities change di- shows the corresponding rms differences between the
rection where the slopes of the contours change sign. radial and corrected vertical velocities. The 6-h-average
Also, the positive velocities are associated with the front data were used for the calculation. The largest differ-
end at the height where the potential temperature con- ences are 10-13 cm s ` and occur just below the tro-
tours become horizontal in the stratosphere. A better popause. The differences decrease at the upper levels
correspondence between changes in slope of the po- to values near 5 cm s-'.
tential temperature contours and the sign of the cor- Examples of the 6-h-average profiles of the vertical-
rected vertical velocity was found at other times in the beam radial velocity and the corrected vertical velocity
troposphere. are shown in Figs. lOa-c. The curves represent the in-

Figure 9a shows the 4-day-average profile of the ra- dividual 6-h-average profiles that correspond to the
dial velocity in the vertical beam and the corrected data shown in the contour plots in Figs. 8ac. The first
vertical velocity for heights between 3.0 and 17.1 km. example in Fig. 10a depicts the vertical-beam radial
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Radial Velocity (6 hr. avg.) Radial Vel. Correction (6 hr. avg.)

18 18

- 15 15 ]

S12 -•12

6 6

3 3
9/12 10/12 11/12 12/12 13/12 9/12 10/12 11/12 12/12 13/12

April 1984 April 1984
Contour interval: 5 cm/s Contour interval: 5 cm/s

Corrected Velocity (6 hr avg)

18

-- " 15

S12 FIG. 8. (a) Radial velocity measured in the vertical beam. Positive
values have darker shading. The contour interval is 5 cm s-'. The
zero velocity contours are indicated by heavier lines. (b) Radial ve-

'• 9 locity correction calculated from the layer tilt angle data and the
measured horizontal winds according to the formula given in the

6 text. The format is the same as in (a). (c) Corrected vertical velocity
calculated by combining the values showr in (a) and (b).

3

9/12 10/12 11/12 12/12 13/12

April 1984
Contour interval: 5 cm/s

velocity as the dashed curve and the corrected vertical tudes that were generally 5 cm s' or less. The profiles
velocity as the solid line. The time of the profile was above 12 and below 7 km are relatively unaffected by
1800 MET 9 April during the period when the heights the correction.
below the tropopause were characterized by steady
positive velocities. The largest radial velocities were 5. Assessment of possible errors
found between 5 and 9 km with peak values of 10-17
cm s-1. The corrected velocities still show a residual As mentioned earlier, the experimental setup was
upward velocity in that height range, but the largest not ideal for incidence-angle measurements due to
magnitudes are reduced to 5-6 cm s-1. constraint. iiposed by the equipment, such as the need

The second example shown in Fig. 10b corresponds for time multiplexing. In particular, the sequential
to a time of 0600 MET 12 April and represents a profile sampling scheme for the three antennas introduced a
through the frontal circulation. At that time, the cor- temporal lag of either one-third or two-thirds of the
rections to the radial velocities are small, and the raw total cycle time of 370 ins, as illustrated in Fig. 2c.
radial velocity and corrected vertical velocity profiles Since linear interpolation was used to produce phase-
look similar. angle values at the same delay, errors can arise if the

The third example for 0000 MET 13 April when the phase angle is varying nonlinearly. The phase-angle
radial velocities showed negative values of as much as variation is produced by a radial velocity of the scat-
15 cm s-1 between 8 and 12 km is shown in Fig. 10c. terers or reflectivity structures in the beam, and the
At that time, the corrected vertical velocities showed variation will be linear for small temporal lags, as shown
negative velocities as well but with maximum magni- for the ideal case in Fig. 2c if the velocity is constant
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4-Day Average

20 _R.M.S. Velocity Difference
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- Corrected vertical velocity - Vrdi.ai/V.t

FIG. 9. (a) Four-day-average profiles of the radial velocity in the vertical beam and the corrected vertical velocities. (b) Root-mean-square
difference between the radial velocity in the vertical beam and the corrected vertical velocity as a function of height for the 4-day observation
perod.

during the cycle time. Therefore, a deviation from a The average values are less than 10 at most heights.
linear phase variation corresponds to variations in the There is an indication of a small bias toward negative
velocity over the cycle period. One way to determine values for the west-east and west-south pairs below 10
if such potential errors are indeed a problem is to com- kin, but the magnitudes of the values are so small as
pare the deviation of the zero-lag phase angle from the to be insignificant in the present context.
value predicted by a straight-line fit between the values The small phase deviations shown in Fig. 11 indicate
at lags of -1 and + 1. The deviation defined in this that the variations in the measured phases are system-
way is thus an angle measured in degrees, which is in atic rather than noisy or random. However, the analysis
the range between - 180 and + 1800. presented so far does not give a direct indication of

The calculated values of the phase deviation are how accurately the phase differences between antennas
shown as contours in Fig. 11. The contour spacing is can be measured with the technique that we have used.
20 and the positive values have been shaded. Note again Estimating error bars directly from the measurements
that the incidence angles &# are limited to the range is difficult (see e.g., May 1988; or Hocking et al. 1989),
between -40 and +40 as described earlier, but the but we can use the known radar and data :!'lysis pa-
phase deviations shown in Fig. I 1 are related to the 0, rameters in combination with the theoretical results
in Eq. (9) and can vary between - 1800 and + 1800. presented by Hocking et al. ( 1989) to estimate the un-
The calculated values, however, are generally less than certainties in the measurements. Figure 11 in the
4° in magnitude on the average, indicating that the Hocking et al. article shows curves of the phase-angle
linear interpolation is valid. Figure 11 also shows that uncertainty as a function of the signal-to-noise ratio
the deviations are randomly distributed without any and the magnitude of the cross-correlation function at
bias toward particular periods in the observation in- zero lag. The signal-to-noise ratio cutoff used in our
terval, which is expected since there should not be sig- data analysis procedure was 3 dB, and typical values
nificant velocity changes over the cycle time of 370 ms. of the cross correlation at zero lag was 0.7 or greater,

The average of the linear deviations for all four days giving an uncertainty in the phase of - 100. The cor-
is shown in Fig. 12, in which the deviations for the responding uncertainty in the measured incidence an-
west-south antenna pair (ANT 1-3) are depicted as gles will be 0.250 for a 1-min measurement. The un-
circles the deviations fof the west-east pair (ANT certainty will be less when the mcasured values are
2-1 ) am depicted as triangles, and the deviations for averaged over longer periods, as was done for the data
the east-south pair (ANT 2-3) are depicted as squares. presented earlier.
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.� 10 - FIG. 10. (a) Vertical beam radial velocity (dashed line) and cor-
-'- - -rected vertical velocity (solid line) at 1800 MET 9 April 1984. (b)

bC - Same as (a) but for 0600 MET 12 April 1984. (c) Same as (a) but
for 0000 MET 13 April 1984.
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A major uncertainty in the experiment is that there nitudes are correct, but there is uncertainty about the
is no independent standard for comparison that can sign for this particular dataset. Test signals could have
be used to corroborate the corrected vertical velocities, been used to determine the direction unambiguously,
Thus, the data and the analysis indicate the potential but the application of the method described here to
importance of considering corrections of the type ap- the April 1984 dataset was not anticipated at the time.
plied here, but the evidence that the corrected velocities The incidence-angle directions were ultimately chosen
sive a better estimate of the true vertical velocity is so that layer tilt angles corresponding to measured in-
ciiumintantial at best Also, the incidence-angle mag- cidence angles agreed with the directions of the 4-day-
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average slopes of the isentropic surfaces calculated from SOUSY-VHF-Ra d a r
rawinsonde data from surrounding stations. However,
an open question is whether the refractivity layers are 20
also isentropic surfaces and, if so, whether the slopes
are correlated over distances comparable to the sepa- A ' S A

ration between rawinsonde stations.
Uncertainties in the estimation of the radial veloc- 15 A

ities from the Doppler spectra are also of concern.
Again, direct estimates of the errors based on the data Z AA

alone are difficult (see e.g., May et al. 1989), but we - 'L

can use Eq. (6.22a) from the text by Doviak and Z irn 6 10 A A&

(1984b), which was also used by May et al. (1989). 4 & A

The expression gives the variance in the velocity esti- A A A

mate as a function of sampling intervals, correlation •A 'LA AU

magnitudes, and signal-to-noise ratios. Using the pa- 5
rameters already described earlier, the uncertainty in A A ;

A Uthe radial velocity estimate based on the vertical beam
data becomes - 1.5 cm s-'. Based on simulated data,
May et al. (1989) found that the theoretical equation 0
in some cases underestimated the uncertainty by as -2 -1 0 1 2
much as a factor of 2. However, the error bars will still Phase Deviation (Deg.)
be small in comparison to the typical magnitudes of
the vertical-beam radial velocities even if the uncer- * Ant 1-3
tainty is doubled. A Ant 2-1

Finally, scatterplots and correlation coefficients be- a Ant 2-3

tween the various parameters give some indication that FIG. 12. Mean phase deviation for the three antenna pairs.
the corrections that have been applied are sensible.
Figure 13 shows a correlation matrix plot, which rep-
resents scatter diagrams for all combinations of the ve- lation is between the radial velocity and the meridional
locity and incidence-angle parameters. The radial ve- wind component with a value of 0.57. However, the
locity in the vertical beam is indicated by w, and the correlation is reduced to 0.01 after the correction is
corrected radial velocity by wpri. The highest corre- applied to the radial velocities. The correlations be-

tween the radial velocities and the east-west and north-
south incidence angles are 0.29 and 0.25, respectively.

Phase Deviation (6 hr. avg.) The correlations are reduced to 0.08 and 0.06 after the
corrections are applied. R6ttger et al. (1990) also found

18 correlation coefficients of -0.3 between the vertical-
beam radial velocities and the incidence angles.

15
6. Conclusion

S12 To our knowledge, applying the incidence-angle
"correction to the radial velocity measurements from a
vertical beam has not been attempted previously. Yet,
the magnitude of the correction that we have calculated

S6 is comparable to the measured radial velocities for most
of the 4-day period of our experiment. The correction

3 is, of course, potentially important for VHF radar
9/12 10/12 11/12 12/12 13/12 measurements of the vertical velocity. Shorter wave-

length radars do not show aspect sensitivity effects and
April 1984 are unlikely to require the application of the correction

Contour interval: 2 deg. discussed here, but the shorter wavelength instruments
are also more sensitive to precipitation so that they

FOG. II. Dratio of the ine d phase at sero log from the cannot measure vertical air motions in all conditions
Ohim8e2 uI" by i ineldy mWl•ibi t bm the Phu"nWe as the VHF systems can (e.g., LIrsen and R6ttger
miaes at dt -I and +I W The val-e are in degree Pitive
vma w i dI' qd , Mw deviioo for the weatg-souh Sale 1986).
p s.me anow, but the ohe antena wmmbinatiom Xive similar Since we have no independent vertical velocity

measurements for comparison, we can only assess the
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Correlation Matrix sonde data have appeared in the literature, notably the
studies by Nastrom et al. (1985) and Larsen et al.
(1988). The comparisons indicate some overall agree-

S ment, but there were also significant differences. The
discrepancies were conjectured to be due in part to
inherent differences in the way that the two datasets
were sampled, since the radar provides a point mea-v 'surement averaged over an extended period, while the

... • rawinsonde data is a more-or-less instantaneous mea-
AL . surement over an extended area. It is likely that sam-"". pling differences are responsible for some of the dis-

.. crepancies, but the magnitude of the corrections that
wpri we have calculated for the April 1984 dataset are suf-

ficiently large to be taken into account for further com-
ew tThe procedures for calculating the corrected vertical
etilt F prns

.velocities are clear, as outlined here, but many ques-
A tions remain about the basic properties of the layers

nstilt . that create the need for the correction terms. Rottger
-. ... . et al. (1990) found periodicities in the measured in-

S~>..- cidence angles. both in time and along the vertical di-
- "• rection, that suggested that the layers are associated

with low-frequency gravity waves. Even so, it is not
clear if the layers are being displaced by the flow ve-

F)G. 13. Correlation matrix scatterplot for all combiaations of the locities associated with the waves, in which case they
velocity and incidence-angle parameters. The radial velocities are may represent an isentropic surface, or if the layers are
indicated by w. The corrected vertical velocities are indicated by occurring at certain phases of breaking waves, for ex-

viiir. ample, in which case the layers will not represent is-

entropic surfaces. Rottger et al. (1990) discuss various
aspects of these points, although new types of mea-

qualitative improvement in the vertical velocities pro- surements or analysis and comparisons between simple
duced by application of the correction. Specifically, a wave models and the observations will likely be needed
period of'steadily upward velocities stretching over to resolve some of the issues.
48 h and covering the entire sampled tropospheric Our observations only cover a 4-day period Lat show
height range was shown by the uncorrected vertical that the uncorrected vertical-beam radial velocities can
velocities. The period of steady ascent was inconsistent, potentially lead to biases in the data. In our observa-
however, with the meteorological conditions during the tions, the predominantly upward velocities during the
period that was characterized by varying cloudiness first 48 h would lead to a bias in the average profile for
and occasional brief rain showers. The correction to the 4-day period. The off-vertical incidence angles may
the radial velocities produced a final set of corrected also produce biases in even longer term vertical-beam
velocities that indicated interspersed subsidence and a radial velocity measurements if the average layer tilt
more localized strong vertical circulation confined to angles are nonzero and there is a steady wind com-
the height range close to a wind speed maximum near ponent along the tilt direction. The latter cannot be
the tropopause. In addition, the raw vertical velocity excluded, even when the averaging interval is long.
data indicated that the region of ascent was confined Shorter wavelength radars would not require the ap-
to the region around the frontal boundary with little plication of the correction, but great care would have
ascent in the unstable air ahead of the front. The cor- to be taken to ensure that data dominated by precip-
rections left the ascent near the frontal boundary largely itation scatter is eliminated before producing an average
unafficted but showed that ascent was also present in vertical velocity profile, since the latter would produce
the region ahead of the front. The conclusion is that biases of a different kind.
the corrected velocities are in better agreement with More experiments are clearly needed to make a more
expectations band on the meteorological conditions, quantitative assessment of the tilted layer corrections
at least in the qualitative sense. Also, the correlation that we have calculated here. In particular, a combi-
between the radial velocities and the incidence angles nation of the spaced antenna measurements with ver-
and the radial velocities and the horizontal winds de- tical beams and simultaneous or near-simultaneous off-
crem after application of the corrections vertical beam measurements can be used to calculate

Only a few conmnwons of radar vertical velocity the vertical beam radial velocity, the vertical velocity
dat and vertical velocity values derived from mwin- corrections, and the divergence as a function of height.
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Oblique frequency domain interferometry measurements
using the middle and upper atmosphere radar
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First results are presented from oblique frequency domain interferometry (FDI) measurements
conducted using the middle and upper atmosphere radar in Japan in October 1990. Using the idea of
Doppler sorting, an equation is derived which shows a parabolic variation of the oblique FDI
cross-spectral phase as a function of Doppler velocity. However, because of the small range of
Doppler velocities observed with the measured .cross spectra, the phase has an approximate linear
variation; that is, the cross spectra sample only a small portion of the parabolic structure and are
therefore approximately linear and are shown to follow the model closely. Using the oblique FDI
configuration, a comparison is drawn between simultaneous measurements of signal-to-noise ratio,
coherence, three-dimensional wind, and profiles of FDI cross spectra. We find that the regions that
exhibit a well-defined scattering layer correspond to those regions of high aspect sensitivity. An
explanation is suggested based on the anisotropy of the turbulence.

1. INTRODUCTION the resolution volume, the coherence will be large

Frequency domain interferometry (FDI) is a tech- and the phase difference will provide an estimate of
nique for improving the range resolution of Doppler the relative location of the layer. However, the
radars, as has been described in previous works location that is determined is not absolute. Any
[Kudeki and Stitt, 1987; Franke, 1990; Kudeki and phase shift introduced by the radar hardware will
Stitt, 1990; Palmer et al., 1990; Stitt and Kudeki, create a systematic shift in the estimated mean
1991; Chu and Franke, 1991]. High-reflectivity lay- location so that the phase difference can only be
ers, which are often observed in the troposphere used for obtaining the relative location of the scat-
and stratosphere, typically have a vertical extent tering layer, that is, relative to the location given by
ranging from a few tens of meters to several the phase bias in the system. In addition, because of
hundred meters [Woodman, 1980]. The location the curvature of constant range surfaces, a large
of the layers cannot be resolved by conventional radar beam width can cause the coherence to be
mesosphere-stratosphere-troposphere (MST) ra- diminished, even when a localized scattering layer
dars which have a typical resolution no better than is present [Franke, 1990]. Nevertheless, the FDI
150 m. By transmitting two closely spaced frequen- technique is a promising method for studies of the
cies, usually on successive pulses, the phase differ- fluctuations of scattering layers which are smaller
ence between these signals can be used to deter- than the resolution volume.
mine the location of the mean center and the range The technique described herein is simply the use
extent of a localized scattering region which may of FDI measurements for a predetermined set of
exist within the resolution volume. If the scattering oblique pointing directions, such as in a Doppler
layer is larger than the resolution volume, the beam-swinging (DBS) experiment. With this capa-
coherence of the signal is simall, and the phase bility we will be able to have simultaneous compar-
difference holds no information. On the other hand, isons between the wind profiles and the results
if a well-defined, thin scattering layer exists within obtained from FDI, such as the location of thin

'DOUM Of at ysics &ad Astronomy, Clemson Univer- scattering layers. Simultaneous comparisons are

Dles -on e lso , Ar y m- needed if one hopes to determine the link between
-t, AtMO her• c Scdce Center, Kyoto University, Ky- thin scattering layers and gravity wave activity,

oto, JapiN. which can be seen in wind profiles.
We will present the initial results obtained from

Colrhst• 19P2 b• the AMSCUI Moephysaca Union. the oblique FDI experiment and the modeling of the
apa ,wnmer ,iS0.. cross-spectral phase in section 2. Section 3 shows

N0,U0 1M-P Zu 4135."Wo0 the relationship between FDI-observed scattering
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layers, wind profiles, and aspect sensitivity. The N
conclusions are given in section 4. 104 n• 2

2. EXPERIMENTAL CONFIGURATION
AND CROSS-SPECTRAL RESULTS

5
The data presented were obtained with the mid-

dle and upper (MU) atmosphere radar located in
Shigaraki, Japan (34.85°N, 136. 10°E) [Fukao et al., Bamn

1985a, b], on October 26, 1990. In 1989 the MU W E
radar was modified to allow switching of the trans- -10 -5 5 10

mitter frequency between consecutive pulses, thus
providing the capability for FDI measurements
[Palmer et al., 1990]. The present study is an Beam 4

extension of the initial vertically pointing FDI mea- i"" a
surements to the case of multiple pointing direc-
tions. The MU radar can change beam directions -10
electronically in one interpulse period (IPP), and S
therefore almost simultaneous measurements can
be obtained from different regions of the atmo- 46.75 46.25 46.75 46.25
sphere. f -- I F__

A pulse length of 2 ps was chosen, providing a
range resolution of 300 m, which is large compared BAM 1 BEAM 2
to typical scattering layers observed in the strato- F 1. Depiction of the four antenna pointing directions and
sphere [Woodman, 19801. Instrumental limitations the transmitter frequency switching scheme. Not shown is the
on the resolution of most MST radars is the main complementary pulse coding, which was performed separately
reason for the advent of FDI. Thirty-two range for each frequency.
gates were sampled with a 300-m spacing starting at
6.0 km, providing height coverage up to 15.3 km for
the vertical beam. Figure 1 shows the four beam with the number of coherent integrations set to 32
directions in a Cartesian coordinate system with the and an IPP of 400 us, the overall sampling time of
transmitter frequency switching scheme displayed the raw data stored on tape was 0.1024 s. The raw
at the bottom of the figure. Since the resolution data were stored in blocks of 256 points approxi-
volume is 300 m in range, a 21r-phase difference mately every 30 s for later processing.

over the extent of the volume is obtained if the In the postprocessing procedure the 256-point

difference in transmitter frequencies is chosen to be data sets from each frequency and each beam

500 kHz. The MU radar center frequency is typi- direction were Fourier transformed using a stan-
cally 46.5 MHz, so the two frequencies were chosen dard fast Fourier transform routine. The cross spec-

to be fl = 46.75 MHz and f, = 46.25 MHz. As tra were then estimated using the expression
shown in Figure 1, the whole antenna array was first S•(v,) = (VA(v,)V 7*(v,)) (1)
phased to product the pointing direction of beam 1.
A 2-las pulse of frequency fh was then transmitted, where Vh(V,) and Vl(v,) are the Fourier transforms
and subsequently f, was transmitted. Then, the of the signals at fl, and fl, respectively, angle
antenna was pointed in the direction of beam 2 and brackets represent the ensemble average, and v, is
the same sequence was carried out. The procedure the Doppler radial velocity. For the data presented,
was repeated for all beam directions, and 32 coher- the ensemble average was obtained by incoherently
eat integrations were performed. An eight-bit comn- averaging over the 15-min time interval from 2117 to
plementary code was used with a flip of the code 2132 LT. The cross-correlation functions RM(")
every 2-bem cycle. The IPP was set to the mini- were obtained by calculating the inverse Fourier
mm f6r the MU radar, which is 400 pa. Since it transform of (1). The cross-spectra and cross-
taie two pulses for each pointing direction and correlations functions that we display were normal-
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Fig. 2. Cross-spectra and cross-correlation functions at II km for a 15-min average of the FDI data taken on
October 26, 1990, 2117-2132 LT using the MU radar. Azimuth and zenith angles are given by (a) Az = 0, Ze =
0, (b)Az - 0, Ze = 10, (c) Az = 120, Ze = 10, and (d) Az = 240, Ze = 10. The magnitudes of the cross-spectra
and cross-correlation functions have been normalized to the peaks of the autospectra and autocorrelation
functions, respectively.

ized by the peak in the autospectra and autocorre- shifts indicate a predominantely zonal wind. The
lation functions, respectively. Typical cross-spectra phase of the cross spectra 0(v,), that is, the phase
and cross-correlation functions are displayed in difference between the signals at the different fre-
Figure 2 for an altitude of 11 km, with the azimuth quencies, represents the relative location of the
and zenith angles displayed along the top of the center of the scattering layer for a particular Dop-
figure. The first two rows of the figures are the pier velocity:
magnitude and phase of the cross spectra and the
last two rows are the magnitude and phase of the v (re) (2)
cross-corelation functions. A sampling time of (r(i,)) = 2Ak
0.1024 s produces a Nyquist velocity of 15.8 m s- 1
and since there are 256 points in the data sequence, where Ak is the wavenumber difference between
Cie inverse Fourier transform of the cross spectra the two transmitter frequencies. The so-called co-
produce a maximum lag time of 13.1 s. herence function [Kudeki and Stitt, 19871 can give

The peaks in the spectra are shifted by the an estimate of the thickness of the scattering layer.
AD-of-saght Velocities along the various beam- If the coherence is small, the layer is diffuse or

pouirag dictions, as they would be in a non-FDI nonexistent. On the other hand, a large coherence
Doppler b am-sw ngsa experiment. The Doppler can be used as an indication of a thin scattering
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N length traversed by the electromagnetic radiation
(r(v,)), for a corresponding Doppler velocity vr.

-10- To model #Vr), we begin by defining the unit
Beam 2 vector, which is directed toward the center of radar

beam pointing angle as

r =[sin 8 sin 0, sin 8 cos 0, cos 8] (3)

where 0 and 8 are the azimuth and zenith angle of

Ba 1 the antenna beam, respectively. Let

1- ...... E r' = [sin 8' sin 0', sin 8' cos 0', cos 8'] (4)

define the variations of the pointing direction within
the beam of the radar; that is, r' is the unit vector in

-5 the direction of the position described by (r(vr)) in
Beam 4 Beam 3 (2). If the Vector wind is constant throughout the

beam and given as v = [u, v, w], then the radial
velocity at any point in the radar beam can be

-10 described as
S v,-=r'.v=usin8'sin0'+isin8'cos 0'+wcos8' -

Fig. 3. Depiction of constant radial velocity contours (thick

vertical lines within resolution volumes) for a hypothetical wind (5)
direction of 90' and the beam directions of Figure 1. When the
cross spectra are calculated using the Fourier transform, these Using the geometry of Figure 3, the various angles
lines of constant radial velocity are integrated along to produce in (5) are found to be
the corresponding phase in the cross spectra. The length of the
lines emanating from the origin represent (r(vr)) for each corre- (r' 2 h 2)1/2
sponding value of v,. sin 6' = (6)

cos 8' = h/r' (7)

layer if the beam width is relatively small [Franke, [r'2 - h2(l + tan 2 8 cos 2 0)]"12
19901. It is interesting to recognize that the variance sin 0' (r,2 - h 2) t/2 (8)
of the phase of the cross spectra also provides this
information. Small variations, with much consis- h tan 6 cos 0
tency in the phase, are produced by a well-defined, cos 0 = 2 -h 2 1 2 (9)
localized scattering layer.

It should be noted that in (2), (r(v,)) and 4 (vr) where r' = Ir'l and h is the height to the center of the
have been given a dependence on radial velocity, resolution volume. Assuming that w is small and
When one calculates the cross spectra for a partic- substituting (6)-(9) into (5), an expression for r' is
ular beam direction, the different angular regions of obtained, which is in terms of vr. Using (2), the
the resolution volume are Doppler sorted; that is, following model of the cross-spectral phase as a
an integration takes place along lines of constant function of Doppler radial velocity is obtained:
Doppler velocity. Figure 3 shows these lines of
constant radial velocity as thick vertical lines in *(v,) = 2Ak(r(v,))= 2Akr'
each of the different resolution volumes. The inte- / I2\
ration is weighted by the antenna pattern and any = 2Akh jv, v tan 8 cos 0
other weighting effects such as aspect sensitivity
[Taaad et at., 19661, producing a particular phase u(u2 

- + tan2 8 COS2 0 [U2 + - v21) 1/2)
value for each Doppler velocity in the cross spectra.
In F*g 3 the length of the lines, emanating from (10)
the origin and ending at the horizontal line in the Figure 4 shows the expression for h = 11 km, u = 40
midlh of the resolution volume, represent the path ms-', and v = 9m s- 1 forthe fourbeam positions.
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- Beam Be"2 Beam 3 &4 [Stitt and Kudeki, 1991]. Though not derived rigor-
3 u.40 ms I ously, turbulence will cause the contours -of con-S-9, \" '

*J 2 hItII' l stant radial velocity in Figure 3 to change. In other
2 words, the line integrals assumed in (10) will actu-

4 ally become surface integrals over all regions of the

- _0 resolution volume, which possess the same radial
-1 •velocity. Because of possible aspect sensitivity and
.-1 beam pattern effects, the upward concavity of the

-ca 2/ parabolic structures of Figure 4 will be diminished.a -2
Cc Therefore the slopes of the approximate. linear

-3 --- variations in the measured cross-spectral phases
-15 -10 -5 0 5 10 15 will become smaller in the turbulent case.

Radial Velocity (m/s)

Fig. 4. Model of FDI cross-spectral phase as a function of 3. COMPARISONS OF SIMULTANEOUS WIND FIELD
AND CROSS-SPECTRAL ESTIMATES

Doppler radial velocity. The thick portions of the curves repre-

sent the ranges of Doppler velocities where the respective cross One source of high-reflectivity layers in the tro-
spectra have a nonrandom phase, that is. near the peak in the

cross-spectral magnitude. It should be noted that these phase posphere and stratosphere is thought to be turbu-
values are relative to the layer location, which has been assumed lent layers produced by Kelvin-Helmholtz instabil-
to be in the center of the resolution volume. Nevertheless. the ities (KHI). The criterion for such instabilities to
shape of the curves shows the correspondence with the mea- occur is based on the Richardson number
sured cross-spectral phase values of Figure 2.

N2  g ao1 /1au I +2 a
S=-H=- (11)RiVvh =Op dz /\\OZ/ \z/ / (1

The horizontal wind estimate was obtained from the

Doppler velocities of the off-vertical beams and will where N 2 is the Brunt-Vdisald frequency, Vh is the
be discussed in more detail in section 3. The above horizontal velocity, g is the gravitational accelera-
expression can be evaluated for all values of v,, but tion, Op is the potential temperature, u and v are the
the measured cross-spectral phases shown in Figure zonal and meridional components of the horizontal
2 are nonrandom only in the region centered at the wind, respectively, and z is the height. When Ri <
mean Doppler velocity. These regions are empha- 1/4, the atmosphere becomes dynamically unstable
sized in Figure 4 for the four beam positions. As one and can produce turbulence. The shears that pro-
can readily see, the approximate linear variation is duce the instabilities may be associated with the
simply caused by the small range of Doppler veloc- large-scale flow field or with the perturbed wind
ities which the cross spectra can sample. As men- field produced by gravity wave motions. The latter
tioned before, h in (10) has been set to I I km which appears to be more likely, except in unusual, highly
is the center of the resolution volume. Therefore all unstable regions of the atmosphere. Detailed stud-
the phase values in Figure 4 are relative to the ies of such instability processes are effectively
actual location of the scattering layer and should impossible with the range resolution afforded by
only be used to model the functionality of the phase most radars. However, the oblique FDI technique
and not the absolute values. Another possible prob- provides a means for studying the relevant dynam-
lem is that the various beam positions could be ical processes since the fluctuations in turbulent
observing different scattering layers, and therefore layers can be determined in combination with the
the relative positions would not be related by (10). large-scale wind profile measurements derived by
Nevertheless, the measured cross-spectral phase applying a standard DBS analysis to the cross
values seem to indicate that this is not the case. In spectra measured in various directions.
general, the height term in (10) could follow the By using a Gaussian least squares fitting routine
relation h = f(v,, r', 0, 8, t) and therefore could be [ Yamamoto et al., 19881, the noise power, signal
used to model the effects of tilted scattering layers power, and Doppler velocity were obtained for the
[Larsen and Rdttger, 1991; Palmer et al., 19911 or autospectra of the different beam directions. These
gravity wave activity on #(v,) from the ideal case were combined to produce the wind field, signal-to-
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Fig. 5. Profiles of (a) signal-to-noise ratios (snr), (b) vertical beam coherence. (c) zonal and meridional wind.
and (d) Doppler vertical velocity obtained from the exact same data used in Figure 2. A distinct transition from
nonaspect sensitive to aspect sensitive regions can be seen at approximately 8 km. which is also the altitude of
the largest vertical shear in the zonal wind and where the coherence increases dramatically. The profiles in the
figure were obtained by fitting a Gaussian function to the autospectra and cross spectra from all beam directions.

noise ratio (snr), and vertical beam coherence pro- could be caused by KHI or breaking gravity waves
files which are shown in Figure 5. The profiles of and would exist in high shear regions similar to that
Figure 5 were then smoothed with a three-point just above 8 km. Since Ri is also dependent on
running average with height. The profile of snr from gravity wave activity, it is possible that regions of
the vertical beam shows larger values above 8 km high coherence and large aspect sensitivity but low
than those of the oblique beams, which have similar vertical shear could be caused by small-scale shear
magnitudes and height variations. The aspect sen- due to gravity wave instabilities, which cannot be
sitivity effects are only seen above approximately 8 observed with the range resolution of the wind
km, that is, near the height of the largest vertical profiles. For a review of other hypotheses of the
shear in the zonal wind. The altitude of 8 km also origin of aspect sensitivity, see Gage [19901.
corresponds to the point where the coherence be- Direct comparisons can be drawn between the
gins to show significant magnitude, that is, the profiles of Figure 5 and the cross spectra. Figure 6
existence of thin scattering layers. It should be displays profiles of the magnitude and phase of the
noted that the coherence values were obtained from cross spectra from the four beam directions. As one
the cross-correlation function and are susceptible to would expect and as was evident in the curves
a small bias due to the wave front curvature effect shown in Figure 2, the coherent portions of 4(v,)
[Franke, 1990]. On the other hand, the MU radar follow the peaks in the magnitude profiles. Also, the
has a two-way, half-power beam width of only 3.60, region of high coherence shown in Figure 5b corre-
and therefore this effect should be negligible. Dov- sponds to the region where nonrandom 0(v,) exists,
iak and Zrnie (19841, among others, have hypothe- that is, above 8 km. The most interesting character-
sized that aspect sensitivity is caused by anisotropic istic of these profiles is that coherence in 0vr), that
turbulence, that is, turbulence which possesses is, when a well-defined layer exists, is observed
different statistical characteristics along different only above approximately 8 km which is also the
directions within the medium. Such turbulence height range where aspect sensitivity effects are
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Fig. 6. Profiles of magnitude and phase of the cross spectra from the four beani directions: (a) Az = 0.

Ze = 0, (b) Az = 0, Ze = 10. (c) Az = 120, Ze = 10. and (d) Az = 240, Ze = 10. Notice that the coherent portions

of the cross-spectral phases follow the positions of the peaks in the Doppler spectra. It should also be observed

that any coherence in the cross-spectral phase occurs above approximately 8 km, which is also the regioa of high

aspect sensitivity.

evident in the curves shown in Figure 5a. The pier velocity in the cross spectra, a correspl ding

tropopauF' is located at approximately 8 km, so the value of 03(Vr) is obtained by integration alop , the

well-defined scattering layers are found in the lines of constant Doppler velocity, that is, D, nler

stratosphere, where the atmosphere is more stable. sorting. These integrations produce values of -,),

If turbulence was produced by large shear regions, which can be thought of as weighted averages the

such as during gravity wave activity, the strato- phase values along the lines of constant D ier

spheric stability would restrict the vertical flow velocity. The weighting is given by the at ma

within the turbulent eddies, resulting in anisotropic pattern and other effects, such as aspect sensi i v.

turbulence. As one would expect, a parabolic structure , ob-
tained for (vr) as a function of vr, The me; red

cross spectra obtained from near-simultaneot - er-
4. CONCLUSIONS tical and oblique FDI measurements have -2en

A model of the cross-spectral phase 4(vr) has shown to follow the model closely.

been derived based on the idea that for each Dop- Another result of this work is the conn ion

67



720 PALMER ET AL.: INTERFEROMETRY MEASUREMENTS USING THE MU RADAR
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from the various pointing angles showed that the Kudeki, E., and G. R. Stitt, Frequency domain interferometry:
A high resolution radar technique for studies of atmospheric

regions of high aspect sensitivity correspond to the turbulence, Geophys. Res. Lett., 14(3), 198-201, 1987.
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Abstract

First results from the implementation of frequency domain interferometry

(FDI) using an L-band frequency of 1290 MHz are presented. FDI has not

previously been applied to such high-frequency measurements, to our knowl-

edge. The experiment was conducted in September 1991 using the SRI radar

located in Sondre Stromfjord, Greenland. The Sondrestrom radar is typically

used for incoherent scatter measurements in the ionosphere but these are some

of the first lower atmospheric results, viz., 8.6-13.4 km, since the data-taking

system was revamped. At the time of the experiment, the steerability of the

32 m dish antenna was hampered because of a faulty elevation-scanning bear-

ing. Therefore, the measurements were taken from an approximately vertical

direction for the duration of the experiment. The spectra and correlation func-

tions obtained from the FDI data are compared to previous results at other

frequencies. The data show the Sondrestrom radar is giving reliable wind

measurements in the lower atmosphere and that FDI can be implemented at

k-band.
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1 Introduction

The need for information about ever-smaller scales of motion in the atmosphere make

instrument resolution a major concern. The mesosphere-stratosphere-troposphere (MST)

radar technique has become increasingly important over the last decade as a tool for

studying the winds, waves, and turbulent structure within the atmosphere. The signals

received by these radars are produced by scattering and, in some cases, reflection from

turbulent fluctuations in the refractive index. Often the structure manifests itself as

well-defined layers with vertical scale sizes on the order of tens of meters (Woodman,

1980). Such small scales cannot be resolved by most MST radars, which typically have a

minimum range resolution of 150-300 m.

The frequency domain interferometry (FDI) technique was developed by Kudeki and

Stitt (1987) as a means for overcoming the range resolution limitation and was first im-

plemented by them using a VHF radar. Subsequently, the techniquo has been given much

attention in the literature (Fr'anke, 1990; Kudeki and Stitt, 1990; Palmer et al., 1990; Stitt

and Kudeki, 1991; Chu and Franke, 1991). By varying the transmitter frequency from

one pulse to the next, the cross-correlation functions or cross-spectra between the two

signals can be used to determine the location and thickness of a scattering layer within

the resolution volume of the radar. If the layer is diffuse and relatively thick, in corn-

parison to the resolution volume, the FDI measurements will provide results comparable

to what can be achieved with the normal range resolution of the radar. On the other

hand, if a thin scatter layer exists within the medium, the FDI technique can be used to

determine the location and width of the layer, subject to certain acceptable assumptions

inherent in the analysis procedure.

In this paper, the first results from FDI measurements at an L-band frequency of 1290

3



MHz are presented. The radar wavelengths used previously for such measurements have

all been in a range that is strongly affected by aspect sensitivity in which there is an

enhancement of the scatter for incidence angles near vertical. At 1290 MHz, there is no

significant aspect sensitivity. The incoherent scatter radar located in Sondre Stromfjord,

Greenland, was used for the experiment and observations were made in the troposphere

and lower stratosphere. The next section summarizes the basic analysis techniques used

for FD1 observations. Following sections show the FDI cross-spectra and cross-correlation

functions and analysis is provided to verify the operation of the FDI system. Conclusions

are provided in the final section.

2 Frequency Domain Interferometry

Range resolution is inversely proportional to the bandwidth of the radar system, and

proportional to the length 7 of the transmitted pulse. By decreasing r, the range res-

olution is increased, but a limit exists because of the limited bandwidth of the radar.

Although, some observations have been made with an increased resolution (Woodman,

1980), typical MST radars are limited to a range resolution of 150 il.

FDI uses the phase difference of two signals separated in frequency by Af to determine

the position of a high-reflectivity layer within the resolution volume (Kudeki and Stitt,

1987). A vertically-pointing beam is typically used, although off-vertical beam directions

can be used too, in principle. The frequency difference should be chosen such that

Af = fh - fi _• 1/r, which assures that there is no 27r ambiguity in the phase difference.

If Af = 1/,r, the range of possible phase differences between the two signals would

range from 0 to 21r between the lower and upper boundaries of the resolution volume.

Even though such a situation is desirable, it is by no means necessary for the successful
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implementation of the technique. As the position of the scattering layer changes, the

phase difference will change accordingly so that the phase difference can be used to

produce an estimate of the relative layer position. The absolute position of the scattering

layer cannot be determined unless the initial transmitted phase is known.

The FDI technique can be used to determine the location of a single scattering layer

within the resolution volume. The technique fails if there is more than one layer within

the range volume. Of course, the probability of having only a single layer can be improved

by a smaller initial resolution. With only a single scattering layer. the accuracy of the

estimated location is a function only of the statistical uncertainty of the phase estimate

(Kudeki and Stitt, 1987).

Data from a standard FDI experiment is analyzed by calculating the normalized cross-

spectrum between the signals at the different frequencies using

Shi (V,) - (1( h V r( ) V) (V,)) 1 2  (1)

where Vh(v,.) and l/i(v,) are the Fourier transforms of the signals at the high and low

frequencies, respectively, and (.) represents the expected value operator. Finding the

magnitude and phase of Sh,(v,), one obtains

IShji(V,.) = e- 'r (2)

0(v,) = 2Ak(i-(v,)) (3)

where Ak is the difference in the wavenumbers between the two frequencies, i.e., Ak =

27r/Af. The relative location and thickness of the scattering layer are given by (r(v,))

and 2a,(v,), respectively. It should also be noted that IShl(v,)j is the so-called coherence

function. By finding the normalized cross-spectrum and using (2) and (3), the relative

range and thickness can be estimated.
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3 Experimental Configuration and Results

A FDI experiment was conducted on September 24, 1991, using the incoherent scatter

radar (Heinselman et al., 1992) located in Sondre Stromfjord, Greenland (670N, 500E).

The Sondrestrom radar, which operates at an L-band frequency of 1290 MHz, is typically

used for incoherent scatter radar measurements of ionospheric parameters, although the

instrument is also well suited for MST radar studies of the lower atmosphere. To achieve

the dual-frequency transmission needed for FDL alternating pulses were transmitted with

two frequencies of fl=1290 MHz and fh=1290.45 MHz. The pulse length 7- was set to 2

ps providing a range resolution of 300 m.

The inter-pulse period (IPP) was set to 1 ms, but alternate frequencies were trans-

mitted on alternate pulses so that the effective IPP was 2 ms. Fourteen coherent in-

tegrations were used, providing an aliasing velocity of 2.07 ms-'. At the time of the

experiment, the elevation-scanning bearings of the dish were not, functioning properly

and all measurements were taken at elevation and azimuth angles of 89.60 and 00 . re-

spectively. Within the accuracy of the beam-pointing direction of ±0.2' and a one-way,

half-power beamwidth of approximately 0.50 , one can consider the results to be a system

with a beam that is essentially vertically pointing. Future campaigns are planned where

the full steerability of the dish will be utilized. Measurements with adequate signal-to-

noise ratios were taken in the altitude range of 8.6-13.4 km, with a gate spacing and

resolution of 300 m. Using the above sampling time, 512 points of raw data for each

frequency were stored on magnetic tape approximately every 15 s. These 512-point data

sets were used to produce spectra and correlation functions, which are shown in Figure

1 for a height of 11 km after 100 incoherent integrations. The data were obtained from

1432-1457 LT.
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The first two rows of Figure 1 display the magnitude and phase of the auto- and

cross-spectra, respectively. Auto-spectra are shown in the first two columns while the

cross-spectrum is in the last column. As should be expected, the two auto-spectra from

the combination of signals at frequencies hh and 11 are very similar. A ground clutter

signal can be seen at zero Doppler shift. A symmetric 60 Hz signal is also present

at approximately - 1.4 ms-1. In the last column, the cross-spectrum has a smaller

magnitude than the auto-spectra because of the decorrelation effects of the Af frequency

shift. The constant noise level, observed in the auto-spectra, is gone as a result of the

independence of the two noise sequences from the frequency-separated signals.

The phase of the cross-spectrum is the quantity of primary interest for FDI measure-

ments. In a recent article, Palmer et al. (1992) presented a model which showed the

FDI cross-spectral phase to have a parabolic structure centered close to zero Doppler fre-

quency. The concavity of the parabola can be upward or downward and slightly shifted

from center depending on the beam position and the horizontal wind speed. The cross-

spectral phase, shown in Figure 1, confirms the parabolic structure. For completeness,

the last two rows of the figure show the auto- and cross-correlation functions obtained by

the inverse Fourier transform. Of course, the information contained in the cross-spectrum

can also be obtained from the cross-correlation function. If only the average location of

the layer is desired, the phase at lag zero of the cross-correlation function is useful because

of its small statistical fluctuations. On the other hand, wave front curvature can cause

the coherence, obtained from the cross-correlation function, to be biased toward smaller

values (F&anke, 1990). In contrast, the cross-spectrum sorts the different regions of the

layer by Doppler velocity. Therefore, a better understanding of the true layer structure

is provided by using the cross-spectrum.

Figures 2a and 2b show the profiles of magnitude and phase of the cross-spectra for
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the 17 usefl gates. The horizontal lines in the cross-spectral phase plot represent the

boundaries between the adjacent gates. As in Figure 1, the ground clutter and 60 Hz

signals are readily seen. A Doppler shift is present in the profile, which could be due to

a vertical wind or to a small component of the horizontal wind since the beam actually

has a small but nonnegligible zenith angle of 0.4* . The outer wings of the phase curves

show a noisy structure. The portions of the curves with signal follow the peak in the

cross-spectral magnitude and have either an upward or downward concavity.

The first few gates show more randomness in the cross-spectral phase. Coherence,

given by (2), provides a means of locating thin scattering layers. It is possible that thin

scattering layers can exist when the echo power is low and that they may not exist in

regions of high echo power. An example of the former can be seen in Figures 3a and 3b,

where profiles of echo power and coherence are given, respectively. At approximately 9.5

km, relatively low echo power is observed but the coherence is rather large. In Figure

2b, this region has a non-random cross-spectral phase, and therefore a well-defined, thin,

scattering layer is present. Comparing the coherence profile with the cross-spectral phase

plots shows that the existence of the well-defined layer can be predicted by either a large

coherence or a non-random, cross-spectral phase.

4 Conclusions

The new data-taking system which has been implemented at the Sondrestrom radar has

been verified for wind measurements in the troposphere and lower stratosphere, and

the first results from frequency domain in!erferometry measurements using an L-band

Doppler radar have been presented. The auto- and cross-spectra and correlation func-

tions obtained from the FDI data are similar to previously reported results at longer
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wavelengths which are typically affected by aspect sensitivity in the scatter. Our results

show that the FDI method can be implemented successfully at higher frequencies and

that the method is not dependent on aspect sensitive or anisotropic scatter. An advantage

of the Sondrestrom radar is that the antenna is fully steerable to within a few degrees of

the horizon in all azimuth directions so that the location of turbulent layer structure can

be mapped out three-dimensionally over a broad region in a relatively short time. Future

experiments will use the flexible beam steering of the Sondrestrom radar in conjunction

with FDI analysis in order to study the spatial and temporal variations in the turbulent

structure in more detail.
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Figure Captions

Fig. 1. A typical 25-min average of (a-b) auto-spectra and auto-correlation functions,

and (c) cross-spectrum and cross-correlation function at a height of 11 km. Notice

the non-random cross-spectral phase in the region of high signal power, which is a

typical phase characteristic for FDI measurements.

Fig. 2. Profiles of (a) magnitude and (b) phase of the cross-spectra in the region 8.6-13.4

km. The horizontal lines in the phase plot represent the boundaries between the

neighboring gates. Cross-spectral phase in a FDI experiment represents the relative

location of a scattering layer within the resolution volume.

Fig. 3. Profiles of (a) echo power and (b) coherence. Large coherence values represent a

stable layer within the resolution volume and can also be used to estimate the layer

thickness. The maximum of the coherence profile is approximately 0.75.
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Abstract

Poststatistic steering (PSS) techniques are applied for estimating the wind

vector. Since spatially separated receivers can be used to synthesize a radar

beam in an arbitrary direction, Doppler beam swinging (DBS) techniques can

be used in conjunction with PSS to obtain estimates of the vector wind. Data

obtained with the MU radar in Japan are used to implement this technique in the

troposphere and lower stratosphere at a VHF wavelength. To obtain an accurate

estimate of the beam pointing direction, the synthesized antenna power pattern is

calculated. Also, the effects of aspect sensitivity on this technique are explored.

Results from the PSS method of obtaining the vector wind are compared to

the spaced antenna (SA) technique, which shows that the PSS horizontal wind

estimate is equivalent to the SA true velocity.
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1 Introduction

The mesosphere-stratosphere-troposphere (MST) radar technique has been used extensively

to study the atmosphere since the work of Woodman and Guillen [1974]. Typically, an MST

Doppler radar uses a large phased array antenna for reception and transmission and steers

the beam in at least three directions to obtain a profile of the wind vector in what has

become known as the Doppler beam swinging (DBS) technique. The method has been used

extensively in atmospheric studies [for a review, see Ro5ttger and Larsen, 19901. Even though

DBS has proven to be a reliable means of obtaining the wind vector, other methods have

also been developed which may prove to have advantages. Examples are the spaced antenna

(SA) technique, interferometry, and imaging Doppler interferometry.

The SA method is an alternative to DBS and has been studied thoroughly in the literature

[Briggs, 1980; Hocking, 1983; Briggs, 1984; Larsen and R~ttger, 1989; Liu et al., 19901. Like

the DBS technique, a standard SA experiment uses a large array for transmission but receives

the returned signals on three spatially separated antennas with either multiplexed reception

on a single receiver or, preferably, individual receivers, filters, amplifiers, and associated

hardware. By calculating the cross-correlation functions between the signals received at the

different receivers, the time lag between the signals can be used to estimate the horizontal

wind. Unfortunately, this estimate is biased if the turbulent structure fades significantly

with time and must be corrected using the so-called full correlation analysis (FCA) [e.g.,

Briggs, 1984]. The hardware configuration may seem more complex but the SA technique

does not require the steering of the antenna beam in the standard mode, although it has been

implemented recently in off-vertical directions in an attempt to obtain estimates of vorticity

and divergence [Liu et al., 1991]. It should be noted that the DBS and SA techniques have

been shown to be theoretically equivalent [Briggs, 1980] and experimental comparisons have
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also been carried out [Van Baelen et al., 1990].

Probably, the most important advantage of the SA technique over DBS is its ability

to calculate other important dynamical parameters. When these parameters are calculated

from SA data, the term radar interferometry (RI), or spatial interferometry (SI), is used to

describe the technique [Woodman, 1971; R4'ttger and Vincent, 1978; Vincent and R'ttger,

1980; Farley et al., 1981; Royrvik, 1983; Meek and Manson, 1987; Kudeki, 1988; Rottger et

al., 1990; Larsen and R~ttger, 1991; Van Baelen et al., 1991; Palmer et al., 1992]. Recently,

Palmer et al. [1991], Van Baelen and Richmond [1991], and Larsen et al. [1992] have shown

that the SI technique can be used to obtain an estimate of the wind vector with particular

advantages for estimating the vertical velocity. Also, Briggs and Vincent [1992] and Sheppard

and Larsen [1992a] have shown that the parameters needed for FCA can be obtained from

either the time or frequency domain. Another technique, which is closely related to SI-based

methods, is the imaging Doppler interferometer (IDI) method [Adams et al., 1986; Adams

et al., 1989]. A recent comparison of IDI and SA/FCA has shown that, if implemented

properly, IDI can provide an almost unbiased estimate of the horizontal velocity [Franke et

al., 1990].

The postset beam steering (PBS) technique [Ro5ttger and lerkic, 1985] has arisen out

of the interferometric techniques. Since SI measurements typically involve reception on

three spatially separated arrays, a systematic phase shift can be applied to the signals to

produce a two-way beam pattern in any arbitrary direction within the volume illuminated

by the transmitted beam. More recently, Kudeki and Woodman [1990] have shown that the

systematic phase shift can be introduced in the spectra and correlation functions of the signals

rather than just in the time series, thus reducing the computational load. The technique has

become known as poststatistic steering (PSS) and further studies have been performed to

test its usefulness [Kudeki et al., 1990; Palmer et al., 1990]. Recently, poststatistic steering
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was applied to SI data from a MF radar to synthesize beams in various directions so that

DBS could be performed and the vector wind estimated [Siiriicii et al., 1992]. Of course,

the technique for estimating the wind is basically the DBS technique applied to SI data.

The purpose of this paper is to implement the same PSS method for wind estimation in the

troposphere and lower stratosphere using a VHF Doppler radar.

Section 2 describes the experimental configuration using the middle and upper (MU)

atmosphere radar and also the signal processing techniques used. A review of PSS is given

in Section 3 and the two-way synthesized beam patterns are described in Section 4. Wind

vector estimation results are given in Section 5, and conclusions are provided in Section 6.

2 Experimental Configuration and Signal Processing

From June 29, 1990, 1910 LT through July 2, 1990, 0950 LT, an oblique spaced antenna

(OSA) experiment was conducted using the MU radar located in Shigaraki, Japan (34.850

N, 136.10" E) [Fukao et al., 1985a, 1985b]. The OSA experiment is basically a standard SA

or SI experiment except that the beams are also directed in off-vertical directions [Liu et

al., 1991]. Azimuth and zenith angles of the beams used in this experiment are given by:

(Az,Ze)=(0* ,0 ), (0* ,200 ), (1200 ,20* ), and (2400 ,20" ). In this paper, the data from only

the vertical beam will be used. The MU radar is capable of segmenting the antenna array

among the four possible receiving channels. Figure 1 shows the groups used for receivers 1,

2, and 3. The entire beam was used for transmission.

The pulse length was set at 2 ps and the height range from 6.0 to 15.3 km was sampled.

An 8-bit complementary code was used with a flip of the code every interpulse period (IPP),

which was set to 490 ps. With 200 coherent integrations, the effective sampling time was

0.08 a. Five complex 256-point time series from the 32 gates were stored for each beam
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direction in sequence and then the beam directions were cycled through repeatedly until the

end of the experiment. Each 256-point time series has a length of approximately 24.26 s,

which includes the time needed for data storage and beam switching.

As an initial preprocessing procedure, the gain for both the I and Q channels of the

three receivers were equalized. This is accomplished by calculating the variance of each

256-point time series and then normalizing the time series so that the variances are equal

in order to eliminate any gain imbalance in the different channels. After this process, any

DC levels in the time series were removed and four additional coherent integrations were

applied, producing an effective sampling time of 0.32 s, and a data length of 64 points. Since

only the data from the vertical beam was used for this paper, the four additional coherent

integrations did not produce any aliasing problems. Using the 64-point time series, the auto-

and cross-spectra were calculated using a standard fast Fourier transform (FFT) routine

with a rectangular window.

3 Poststatistic Steering

Consider a SI experimental configuration where the transmit array is phased so that a ver-

tical beam is produced and three complex voltage time series are obtained, integrated, and

received from vertically pointing, spatially separated antennas, i.e., v1(t), v2(t), and v3 (t). If

these signals are summed to produce a composite signal, the results will be equivalent to a

standard Doppler experiment with a vertically pointing antenna beam. On the other hand,

if a systematic phase shift is introduced in each of the signals before the summation process,

the receiving elements' array factor will be steered off-vertical by an amount corresponding

to the phase shift. The latter process is known as postset beam steering (PBS) [Ritiger and

lerkic, 1985]. It should be noted that the overall beam power pattern is produced by the
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multiplication of the square of the above mentioned array factor with the receiver element

power pattern and the transmitter power pattern, which are both pointing vertically.

Kudeki and Woodman [1990] used an analytical treatment to determine that the system-

atic phase shift can be introduced after the various spectra and correlation functions are

calculated so that incoherent integration can applied to the signals before the beam steering

is implemented, thus saving large amounts of computer memory and processing time. Kudeki

and Woodman [1990] termed the latter technique poststatistic steering (PSS). Subsequently,

[Palmer et al., 19901 generalized the PSS equations to the case of two-dimensional steering.

Consider the SI configuration in a standard xyz coordinate system, with x, y, and z

pointing in the east, north and vertical directions, respectively. The position vectors of the

antennas are denoted by D 1 , D 2 , and D 3 and are three-dimensional vectors even though

z will typically be zero. Define a unit vector n which points in the direction of the desired

array factor given by

n (sinOsin, 8 sincos, cos)(1)

where e, is the zenith angle, with respect to the z axis, and 0, is the azimuth angle, with

respect to the y axis. The components of n are found by simple projections onto the coor-

dinate axes. The phase shift at each of the receivers that is needed to produced an array

factor in the direction of n is given by the dot-product of n with the position vectors of

the antennas. Palmer et al. [19901 showed that the synthesized spectra produced from the

overall beam pattern is given by

S= 'ZuVvr) + +22(V7 )+t43(Vr)

+2Re[,2(V,)e-iCkn.(DI-D 2 )]

+2Re[4b13(vr)e-ikn.(D-D 3 )j

+2Re[,@23(,)C-ik-'(D2-D3)] (2)
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where Oij(v,) is the auto- or cross-spectra between vi(t) and vi(t), and k is the wavenumber

of the radar.

The vectors, which represent the centers of the receiving antennas shown in Figure 1, are

given by

D1 = (3.33A 1.4A 0)

D 2 = (-0.303,X -3.5A 0)

D 3 = (-2.727A 2.1A )

where A is the wavelength of the radar. By using the auto- and cross-spectra, calculated

from the experimental data described in the previous section, equation (2) can now be used

to synthesize beams ir various directions. Figures 2a and 2b show profiles of the spectra

obtained by phasing the array factor with azimuth and zenith angles of (900 ,3* ) and (270' ,3'

), respectively. As expected, the spectra from the opposing azimuth angles are approximately

mirror images of each other. Also shown in Figure 2 are the least-squares Gaussian fits to

these spectra calculated using the routines developed by Yamamoto et al. [1988]. The

frequency offset of the Gaussian fits will be used to estimate the wind vector.

As is the case in PBS and even hardware phased array systems, n represents the pointing

direction of only the receiver array factor and not the true pointing angle of 4.(v,; 0", 0.)).

To obtain the two-way antenna power pattern, and therefore the true pointing angle, the

transmitter power pattern and the receiver element power pattern must be calculated. Sec-

tion 4 deals with this calculation and also addresses biases that may arise because of the

additional factor introduced by the aspect sensitivity function, which also contributes to the

two-way power pattern seen by the radar.
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4 Two-way Antenna Pattern Calculations

As described above, the angles in equation (1) do not represent the pointing angle of the

two-way antenna pattern but only that of the receiving array factor. Therefore, to use

the results obtained from equation (2) in a meaningful way, the two-way antenna pattern

must be calculated. The two-way antenna power pattern is the product of the transmitter

power pattern and the receiver power pattern. Since the MU radar has an approximately

circular aperture, the transmitter power pattern is given by a formula involving a first order

Bessel function [Oliver, 1982]. In order to simplify the computations, the pattern will be

approximated by a sinc function with the same beamwidth and the following form

p(o) = (Isin(nO/2) 
2

n si1/2 3)

where n is the number of elements in the array, 0 = kdsinO, d is the spacing between the

elements, and 0 is the independent variable of zenith angle. The approximation introduces

very little bias in the calculation. It should be noted that (3) is the equation for a linear

array. Nevertheless, the equivalent beamwidth for the array is equal to that of the MU radar

if n = 23 and d = 0.7A. Because we have a circular array, P(O) is not a function of the

independent variable, the azimuth angle 0. 'I he above equation represents the array factor

for the transmitter power pattern. To obtain the true transmitter power pattern, the above

equation should be multiplied by the element pattern, which is the pattern for a single yagi

antenna. Since the single element pattern is very wide compared to the array factor, it can

be ignored.

For the receiver power -pattern of the SI antenna configuration, the element pattern of

antennas 1, 2, or 3 should be multiplied by the array factor squared of the synthesized beam,
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which is obtained by

P(, - jkn-fi)D1 + e-Jk(n-fi)'D 2 + e-jk(n-fi)'D3 12 (4)
9

where

fi = ( sinOsino sinOcoso cosO ) (5)

The receiver element pattern for antennas 1, 2, or 3 is obtained from equation (3) with n=8

and d = 0.7A. As in the transmitting power pattern the element pattern of the single yagi

antenna has not been used in the calculation.

By multiplying the (i) transmritter power pattern, (ii) receiver element power pattern of

antennas 1, 2, or 3, and (iii) the square of the synthesized array factor, the two-way antenna

power pattern can be obtained for the synthesized beam. Figure 3 shows the resulting

pattern for the 5 synthesized beam directions used in our experiment. The vertical dotted

lines located at the peak in each pattern represent the true pointing angles of the synthesized

beams. These angles will be used in the next section to estimate the wind vector.

At VHF and longer wavelengths, the returned echo power depends on the zenith angle.

The effect is known as aspect sensitivity and has been described in numerous articles in the

literature [Gage and Green, 1978; R~ttger and Liu, 1978; Fukao et al., 1979; Tsuda et al.,

1986]. Since the effect enhances the reflectivity at zenith angles nedr vertical, the two-way

antenna power pattern becomes distorted. The aspect sensitivity function is known to be

approximately Gaussian with a peak close to vertical which tends to narrow the effective

beamrwidth of the radar. Unfortunately, the exact width and location of the peak of the aspect

sensitivity function cannot be determined. Therefore, the two-way power pattern, including

aspect sensitivity, cannot be calculated without various assumptions which are subject to

errors. Here, we use an analytical approach in which various aspect sensitivity functions are

assumed and the resulting effects on the two-way antenna pattern are determined.
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Table 1 shows the derived zenith angles for the 5 synthesized beam positions with and

without the aspect sensitivity function with a beamwidth of approximately 100 . Without

aspect sensitivity, i.e., for isotropic scatter, the zenith angles for the meridional and zonal

beams are 0.63* and 0.64* , respectively. When an aspect sensitivity function is introduced,

which is centered at zenith, the two-way pattern zenith angles are reduced as expected. The

effect would produce an underestimate of the horizontal wind if the radial velocity given

by the synthesized beams were divided by the zenith angles from the non-aspect sensitive

case. When the aspect sensitivity function is centered at azimuth and zenith angles of 00

and 10 , respectively, the zenith angle of the north-pointing beam is increased while the

south-pointing beam zenith angle is reduced. Because of the narrowing of the beam, the

two zonal zenith angles are reduced by the same amount. The same effect is seen when the

aspect sensitivity function is directed in the zonal direction. An example is also shown for

azimuth and zenith angles of 45* and 10 , respectively. The results are consistent with what

one would expect intuitively, but we have a limited number of cases with only a few aspect

sensitivity pointing angles and only one width. Nevertheless, our results illustrate that small

biases may exist in the horizontal wind estimates when the PSS technique is used.

5 Observations

As described in Section 2, the auto- and cross-spectra were obtained using the 64-point

data sets, which have an effective sampling time of 0.32 s. The FFT of each of the time

series was calculated with a rectangular window and then combined to obtain the auto- and

cross-spectra using the following equation

¢,j(,,) = Vi(v,,)V7(v,) (6)
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where Vi(v,) is the Fourier transform of vi(t). Fifteen incoherent integrations were carried

out, and the resulting spectra were used for the PSS procedure, i.e., equation (2).

The zonal, meridional, and vertical wind were derived by synthesizing spectra in the 5

beam positions shown in Figure 3. The zonal wind was calculated by averaging the velocities

obtained by dividing the radial velocities at azimuth angles 2700 and 90' by the respective

two-way antenna pattern zenith angles. The same procedure was carried out to obtain the

meridional wind estimate. Figure 4 shows profiles for the meridional and zonal wind estimates

for the entire 62.67-hour data set, based on fifteen incoherent integrations. Because beam

directions other than vertical were interspersed in the OSA experiment, the incoherently

integrated spectra correspond to a time resolution between profiles of approximately 24.26

min. For display purposes, two of the profiles were averaged and then displayed as a time

history of the wind profiles. The smaller plot in the lower righthand corner represents the

average of the entire observation period with ±a errors bars. In the upper righthand plot, the

averages without error bars are again displayed but in comparison to the SA/FCA estimates

of the apparent and true velocities [e.g., Larsen and R~ttger, 1989]. The true velocity profile

has a smaller magnitude than the apparent. These estimates were obtained from a separate

study of the same data set [Sheppard et al., 1992b]. As is evident, the PSS estimates of the

zonal and meridional wind are in good agreement with the true velocity estimate, but aspect

sensitivity has not been taken. Nevertheless, the results indicate that the method works well

in comparison to the SA/FCA technique. Of course, the placement and width of the aspect

sensitivity function may have been favorable during the observation period. Further study

is needed to fully elucidate the effect of aspect sensitivity on PSS estimation of the winds.

Profiles of the echo power and Doppler vertical velocity time histories are presented in

Figure U The echo power profiles exhibit a typical tropo/stratospheric characteristic in that

the tropopause can clearly be detected at approximately 14 km, where a peak is seen in the

12



profiles. The upper righthand figure again shows the average profile with ±-a error bars.

Also shown is the profile of the number of failures, i.e., when the PSS procedure produced

a wind estimate which was more than 2a away from the mean indicating the relationship

with echo power. As is expected, larger failure rates occur at the lower echo power regions

and vise versa. The Doppler vertical velocity estimates were obtained by setting 0, and 4s

equal to zero in (1). Of course, this estimate of the vertical velocity is affected by the aspect

sensitivity function and therefore should not be taken to be the true vertical velocity [Larsen

and Rottger, 1991; Palmer et al., 1991]. It may be possible to correct the phase of the array

factor in (1), to produce a truly vertical beam, but this is beyond the scope of this study.

6 Conclusions

Recently in the MST radar community, much emphasis has been placed on alternative meth-

ods for estimating the wind vectors. Many arguments have been made for one technique over

others although no clearly superior method has emerged. Here, we have examined poststatis-

tic steering (PSS) [Kudeki and Woodman, 1990; Palmer et al., 1990] and have shown the

method to be a viable alternative to other techniques for application in the troposphere and

lower stratosphere. PSS has already been implemented for a MF radar making measurements

in the mesosphere [Siricti et al., 19921.

The implementation of the technique in the troposphere/lower stratosphere region at

VHF has shown that technique worked well for the particular data presented here, but our

results suggest that biases can be introduced by aspect sensitivity effects in certain cases. An

advantage of PSS wind estimation is the robust nature of the algorithm. By using equation

(2), the synthesized beams are produced and can be used to find the radial velocity for a

particular beam direction. In turn, these radial velocity estimates are used to calculate the

13



three components of the vector wind. The SA/FCA and RI/FCA techniques are plagued

by a complicated procedure which can produce many different types of failures. These tech-

niques estimate the apparent velocity and then correct it to produce the true velocity. The

PSS method produces the true velocity directly since it is just a standard DBS experiment,

except that the beam is steered after the data is stored. Therefore, wind vector estimation us-

ing PSS appears to hold promise if the aspect sensitivity problem can be handled adequately.
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Figure captions

Fig. 1. Receiver antenna configuration used for the spatial interferometer experiment con-

ducted on June 29, 1990 1910 LT to July 2, 1990 0950 LT.

Fig. 2. Profiles of PSS synthesized spectra and Gaussian fits for (0,, 0.) equal to (a) (900 ,30)

and (b) (270 ,3* ).

Fig. 3. Calculated two-way antenna power patterns for the five beams positions used in the

DBS analysis, i.e., (0,, .) equals (0° ,0* ), (00 ,3 ), (900 ,3' ), (1800 ,30 ), and (2700 ,30

). In this figure, ie represents the zenith angle of the two-way antenna power pattern.

Fig. 4. Profiles of zonal and meridional wind for the entire observation period obtained from

approximate 24-min averages. For display purposes, 2 of these profiles were averaged

and then displayed in the figure. The lower right figure is the average of the zonal and

meridional wind for the observation period, with ±o= error bars. The upper right figure

again shows the zonal and meridional averages, but compared to the true and apparent

winds obtained from the SA/FCA technique [Sheppard et al., 1992].

Fig. 5. Profiles of echo power and Doppler vertical velocity with the same averaging scheme

used in Figure 4. As in Figure 4, the figures to the right are the averages over the entire

observation period. In addition, the upper right figure shows the number of outliers in

the 155 wind profiles. As one would expect, the failure count is inversely proportional

to the echo power.
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TABLE 1. Synthesized Two-way Antenna Pattern Zenith Angles

Beam Aspect Sensitivity Pointing Direction

0.0. Isotropic 00 0 1 45 1 90 1

00 8.3 x 10- 6.8 x 10-5 6.8 x 10-5 6.8 x 10- 6.8 x 10-

0 3 0.63 0.60 0.64 0.63 0.60

90 3 0.64 0.61 0.61 0.64 0.65

180 3 0.63 0.60 0.56 0.57 0.60

270 3 0.64 0.61 0.61 0.58 0.57

An aspect sensitivity function with a 100 width was assumed.
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VHF radar interferometry measurements of vertical velocity and the effect of tilted
refractivity surfaces on standard Doppler measurements
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Toshitaka Tsuda, and Susumu Kato

Radio Atmospheric Science Center, Kyoto University. Uji. Kyoto, Japan

(Received April 16, 1990; revised October 19. 1990: accepted December 3. 1990.)

At VHF wavelengths, aspect sensitivity may result in an apparent beam direction that is off
vertical even for a nominally vertically pointing beam direction if the refractivity surfaces responsible
for the scatter are tilted with respect to the horizontal plane. Middle and upper atmosphere radar
measurements obtained by using the system in a standard multireceiver configuration typical for
radar interferometry (RI and spaced antenna measurements have been analyzed for evidence of
such effects. The analysis is based on the linear variation of the cross-spectral phase as a function of
the radial velocity in the frequency domain for the RI cross spectra. True-vertical velocity estimates
are obtained by using the fact that the phase difference between two antennas should be equal to zero
when the echoes are being received from the vertical direction. The tilt angles of the refractivity
surfaces were obtained from the phase of the cross-correlation function at zero lag, and the radial
velocity in that direction was determined from the cross spectra. The results indicate that the vertical
velocity derived from standard Doppler analyses is actually the velocity perpendicular to the
refractivity surfaces and thus can be biased by the projection of the horizontal wind along the
effective pointing direction.

1. INTRODUCTION dars for measuring vertical velocities over short time

Understanding the vertical circulations in the scales are of great interest.
atmosphere is of fundamental importance for a num- In spite of the interest in the measurements, tests

ber of problems in the atmospheric sciences, ranging to establish the accuracy or potential biases in the
from long-term vertical transport of trace constituents measurements have been difficult to design or im-
to short-term weather forecasting. There have been plement. A few studies have compared vertical veloc-
few techniques for measuring vertical velocities di- ities derived from standard radiosonde measurements
rectly, although the integration of the mass continuity with the vertical velocities measured by the Doppler
equation and other indirect methods for estimating the technique with VHF radars [Nastrom et al., 1985;
velocities become useful for larger temporal and spa- Larsen et al.. 1988]. While some agreement was
tial scales. For smaller scale flows characteristic of found, discrepancies were large enough that detailed
the mesoscales and microscales, indirect methods are quantitative comparisons were meaningless.
often not tractable either because many approxima- So far, the wavelengths used for wind profiling or
tions are required in the calculations or dense mea- MST radar studies have been primarily around 6 m
surement networks are needed. For these reasons, in the VHF band or around 70 cm in the UHF band.
the potential capabilities of the wind profiling radars The longer wavelength has the advantage that the
or mesosphere-stratosphere-troposphere (MST) ra- turbulent scatter contribution to the signals is al-

most always dominant, even in precipitation, unless
Now at Department of Physics and Astronomy, Clemson the rainfall rates become very large. The shorter

University, Clemson. South Carolina. wavelength signals are dominated by precipitation
2 0. leave ftom the Department of Physics and Astronomy, even for relatively light rainfall rates, and vertical

Clemann University, Clemson, South Carolina.3 on eave from the Manma Radio Observatory, lnstituto velocity measurements by a direct Doppler method

Geobio del Peru, Lima. with a vertically pointing beam become impossible.
Larsen and Rdttger [1986] have discussed the rela-

Cop$ti• 1991 by the Am an Geophysical UnDion. tive reflectivities at the two wavelengths in more

Paper nmbr 91111910m6. detail. Typically, vertical velocities are estimated
o I•II3S.o~msUeseo by pointing the beam of a Doppler radar in the
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vertical direction and processing the received sig-
nals, caused by fluctuations in the refractive index
of the atmosphere, to obtain the Doppler shift. At T
VHF frequencies the received signals usually show A
aspect sensitivity effects, i.e., the reflectivity de-
creases as the beam is tilted off vertical [e.g., Tsuda F + ++
et al., 1986]. If the refractivity surfaces are tilted +
away from the horizontal plane, the aspect sensitiv- ++ +
ity may cause errors in the estimate of the vertical
velocity since the largest contribution to the re- +.
ceived signals will come from an off-vertical direc- +++ + + + ++ ++ B

tion. By finding the center of the aspect sensitivity + +++ +++ + + +

function, tilt angles estimates with VHF radar were + + + ++ + + ++
made by Vincent and R6ttger [1980]. R6ttger and E + ++ +
lerkic [19851 estimated tilt angles using spatial in- + + + + + +
terferometry. More recently, Larsen and Rottger ++ + + +
[19911 analyzed the layer tilt angle measurements + + ++ + +
derived from a data set obtained over 4 days with C
the sounding system (SOUSY) VHF radar. Their (a) + +
results have provided qualitative evidence that bi- D
ases in the vertical velocity measurements resulted
from the tilted refractive structures.

In this paper we apply the radar interferometer

technique to test the relationship between the tilted 1
layers and biases in the velocity estimates. Radar
interferometry (RI), also known as spatial interfer- A
ometry (SI), is based on receiving signals in multi-
pie receiving antennas and has been described in F
detail by Woodman [1971], Farley et al. (1981], and + + ,+ ++ + + +

Adams et al. [19891. In section 2 we describe the
experimental procedure, which was previously 7+ +
used for an interferometer application [Palmer et +

al., 1990]. The derivation of the method is pre-

sented in section 3. Section 4 shows a comparison + ++ + + 4 4.4++.

of measurements with the Doppler and RI methods. + + + ++
Conclusions are given in section 5. E +

2. EXPERIMENTAL PROCEDURE

A radar interferometer experiment was con- +
ducted on October 24, 1989, 2100-2400 LT using the (b)
MU radar located in Shigaraki, Japan (34.850N, D
136.10AE) [Palmer et al., 19901. The transmitting
and receiving antennas are shown in Figures la and Fig. I. Antenna configurations used for the interferometer

1b, mpertively. The transmitting antenna can be exPrime0t conducted on October 24, 1989, 2100-2400 LT using

see to nat only the middle portion o the MU radar. (a) transmitting antenna, (b) receiving antennas.

This w•a e m that the beam width of the radar
cod be increased to approxim*t11y 6,r [Fukmo et power, but was deemed sufficient for tropospheric/
al., IN9W, Shim a wide rane of zenith anew that stratospheric observations. On reception the an-
on cmoi *boa v . This was ca mpglismed at a loss tenam was segmented into three equal-area anten-
of sfntlvky, due to the derease in trianmtting nas, which are denoted as antennas 1, 2, and 3.
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Fig. 2. Standard Doppler measurements at azimuth 0° and zenith angle of 100, (a) echo power profile, and (b)
radial velocity.

The height resolution of this experiment was 150 dB km-I. A high reflectivity stratospheric layer is
m, with observations taken from 6.0 to 15.45 km. evident around 12.5 km. and the enhancement in
Pulse compression was used with a flip of the code the signal strength near the tropopause can be seen
with every interpulse period (IPP), which in this at a height just above 10 km. The largest contribu-
experiment was set to 400 /s. Coherent integration tion to the radial velocity measured at a zenith angle
was performed with 256 points, giving a sampling of 100 is expected to be from the horizontal compo-
interval of 0.1024 s. After this process, 256 points of nents. Therefore Figures 2b and 3b imply that
raw data was stored on magnetic tape, with a small almost all of the contribution to the horizontal wind
time gap for data processing. Therefore approxi- is from the zonal component and that the wind
mately every 30 s, another 256 point data set was vector is essentially aligned with the baseline be-
stored. Two 30-min averages of autospectra and tween antennas 1 and 2. The uniform wind direction
cross spectra, processed by a rectangular window will simplify the analysis discussed later, although
periodogram, were obtained for all combinations of the techniques can be applied equally well when the
antennas. These will be used in later sections to wind direction is not aligned with a baseline.
illustrate the technique presented in this paper.

Before the R1 experiment was conducted a stan- 3. THREE-DIMENSIONAL WIND VECTOR

dud Doppler experiment was performed and the MEASUREMENT USING RADAR

raial velocity was estimated by a standard first INTERFEROMETRY
mom- at estimate of the Doppler spectra. Figures 2
and 3 show the echo powers and radial velocities for One way to test for biases in the vertical velocity
a zenith adl of Ir and azimuth angles of 00 and measurements due to tilted refractivity layers
W. respectively. The reflectivity profiles show a would be to compare the direct vertical beam mea-
typika structue with a decreae of approximately 2 surements with the vertical velocity calculated from
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Fig. 3. Same as Figure 2. but with azimuth 9W.0

two off vertical beams separated by 18A° in azimuth. equations relevant to our analysis begins with an
Differences in the two measurements could then be equation for the radial velocity
attributed to aspect sensitivity effects. However,
the separation between beams quickly becomes v, = vff sin /' + w cos y' I)
large and can easily be 5-10 km near the tropopause
for typical zenith angles of 10° to 20°. The large area where VH and w are the horizontal and vertical wind
over which the velocities are sampled suggests that components, respectively. Figure 4 displays the
the horizontal winds and vertical velocities may not configuration used in this analysis. The angle y' is
be uniform in which case differences in the mea- the zenith angle in the direction of the wind vector.
surements may be due to either inhomogeneity in which would produce a radial velocity of v,. We
the wind field or biases produced by the character- would like to find Y' in terms of the zenith angle.
istics of the scattering mechanism. which is produced on the baseline, i.e., y. From

The RI technique is similar to a many beam- Figure 4 it can be seen that
direction. Doppler experiment in that the radial
velocity can be obtained as a continuous function of s (a - 0) = (2)
zenith angle, within the beam width of the radar. tan y'
The RI method for obtaining the three-dimensional
wind vector uses only a vertical beam, and the where 0 and a are the azimuth angles of the wind
beam steering is accomplished in the data process. vector and the baseline, respectively. But, since for
ing stage [R~tger and lerkic, 1965; Kudeki and an interferometer experiment, the zenith angles are
Woodman, 19901. It should be pointed out that an usually very small, the above equation becomes
analysis techniqm. which is similar but more gen- s
eral to the following, has bee indepedently de- cos (,
rived by Van laden [19901. The derivation of the sin y) '
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of- W CTOR substitute the sin 3y term in (4) and solving for the 4,

-- ~ the following relation is found

[k = a-H eV- (6)
vH I VH

This equation is easily seen to have the form of a
line with slope m and intersection b given by

kD cos (a - 0)
M =(7)

VH

- wkD cos (a - 0)
b =(8)

VH

The linear variation of the cross-spectral phase 0 as
a function of vr has been seen in a number of earlier
experiments [e.g., Farley et at., 1981; Routger et
al., 1990] and is expected on physical grounds.
Since the phase of the signal is related to the angular
position from which the echoes are received, the
radial velocity should change linearly for small
zenith angles, as the angle changes from positive to
negative.

More details of the derivation of (6) have been
given by Van Baelen [1990]. A more general equa-

tion for the phase of the cross spectra has recently
Fig. 4. Configuration of the baseline with respect to the wind been presented by Liu et al. [1990, equation (27)].

vector used for the derivation of the equation of the phase in In this equation the contribution of the spectral
term of the radial velocity. The wind vector and baseline have width due to turbulence is assumed to be dominated
azimuth angles 0 and a, respectively. The coefficients -' and y

denote the zenith angles in the direction of the wind vector and by the beam-broadening effect, which has been
the baseline, respectively, shown to typically be the case [Hocking, 19851.

This is especially true in the troposphere/strato-
sphere but may not be the case in the mesosphere.
The turbulent spectral width is related to the corre-

Substituting for the sin -/ term in (1), and using the lation length of the scatterers and is also one source
fact that cos V 1, the radial velocity becomes of problems in the SA technique [Briggs, 1984]. As

stated by Liu et al. [19901, one component of this
vH sin y phase equation can be ignored if sufficient incoher-

Scos (a - )+ W (4) ent averaging is performed to insure statistically
homogeneous turbulence within the resolution vol-

It is well known that the phase difference be- ume. The remaining component of the phase can
twean two antennas is related to the zenith angle by easily be shown to reduce to (6), and the equation

given by Van Baelen [1990] with only the assump-
* - kD sin v (5) tion that the magnitude of the horizontal wind is

much greater than that of the vertical.
whse k is the radar wave n mber and Dis the From (7) and (8) we would like to estimate the

digMo&e betwee the two satefnns, which form a three components of the wind vector. We will start
buda that defmes a plaaa with the vertical in with a substitution of v', - I/vn, which gives a
which - is measured. Using this expression to slope of the form
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,. 1.0 ,n'- ' the following equation for two independent slope
0.0.- - measurements.•- 0.8

Z -

(_I 0.7 /
2 0.6 (n 1

wj 0.5 ( sin a 12 COS (U:) W
Z0.4 sin a 13 COS a 13  M' = m13

u 0.3 7
W, 0.2 WD-I-
o0 .1o 0.0 7 where ij denote the baseline formed between anten-

-15.0 -10.0 -5.0 0.0 5.0 10.0 15.0 nas i and j. Equation (10) could be extended to
DOPPLER VELOCITY (m/s) include three independent slope measurements, but

(a) if one of the cross spectra has low coherence, there
is a deterioration in the estimate. Similar problems

o 30 sometimes arise in SA measurements if one of the
", 2.0 antenna pairs is oriented perpendicular to the wind
< 1.0 direction. From (10) the u' and v' components of the
EL 0wind are estimated by

w0.0

z -1.0 I
"'2 u' =-[m 12 cos a13 -iM 1 3 cos a 12] (11)
W 2.0 kDAI
O -3.0

-15.0 -10.0 -5.0 0.0 5.0 10.0 15.0
-1. vM =-i 1 3 sin a 12 -in 1 2 sin a 13] (12)

DOPPLER VELOCITY (m/s) kDA

(b) where A = sin a12 COS a1 3 - sin a) 3 cos a12 .

Once u' and v' have been estimated, the horizon-
Fig. 5. Typical coherence function, obtained from spatial tal wind can be obtained by

domain interferometry data, (a) magnitude, and (b) phase with an
obvious linear variation. 1 I

VH = (13)

and the azimuth angle of the wind vector is given by
m = kD&4 cos (a - O)

=kd (u' sin a + v' cos a) (9) 0 = arctan k§) (14)

where u' and v' are the zonal and meridional The vertical velocity can be estimated using (8)
components of v't. once the horizontal component has been computed.

From (9) it is evident that u' and v' can be However, another approach is to find the radial
estimated if two independent estimates of the slope velocity when the beam is pointing exactly verti-
m are available from two pairs of receiving anten- cally, i.e., 0 = 0. Therefore a simple way to
nas, for example. Three antennas are used in the estimate the vertical velocity is obtained by letting
usual intereometer n. Therefore three * = 0 in (6).
different cross spectra are availble. Figure 5 dis-
plays the magnitude and phase of a typical normal- b12
ized cros-spectra, i.e., coherence function. As one W = V, -o = - (15)
can Su, there is a linear variation in the phase of the
coherence rdAuton. In some caes the signals from When the phase difference between the signals in
an antam pair nu a baseline perpendicular to the two adjacent receiving antennas is zero, the contri-
wied WN hve kM 06nvoce and will be excluded bution must be from the true vertical direction
ftwim 60 askuladw af the wind vector. The rela, within the accuracy of the mechanical layout of the
tM p betwM at', W', ad the sopes is given by radar system. The simplicity of (15) is somewhat
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Fig. 6. Data taken from a 30-min average from 2145 to 2215 LT. (a) Comparison of RI and Doppler vertical
velocity estimates and (b) estimates of tilt angles obtained from the phase of the cross-correlation function at zero
lag.

deceptive. It appears that only one estimate of the (15), and the Doppler method estimate was obtained
slope and intercept are needed in which case one by calculating the first moment of the average of the
antenna pair is sufficient. However, the apparent three autospectra obtained from tLh. RI experiment.
beam direction can also be tilted in the direction The two estimates are thus derived from exactly the
transverse to the antenna pair baseline so that in the same data. Only the processing is different. The
general case, information from at least two antenna result is that most of the usual uncertainties associ-
pairs must be combined to yield the true vertical ated with temporal or spatial beam separations or
velocity. The uniformity of the wind direction with differences in sampling schemes are eliminated. The
height during our observations has simplified the difference between the two curves is clearly signif-
analysis so that the problem is essentially two icant and amounts to more than 30 cm s-I at some
dimensional. The general case of the wind vector heights. Figures 6b and 7b show the tilt angles
dteminatio method described in this paper, inferred from the phase of the cross correlation at
which includes aspect sensitivity and tilt in all zero lag as a function of height [Rdttger and ierkic,
diretion, es been derived by Larsen et al. [ 1991. 1985; Larsen and Rtt1ger, 19911 from the antenna

pair which was aligned along the east/west direction
4. COMPARISON OF THE RI parallel to the wind. A general trend at all altitudes
AND DPL TEMIQUIS is that the large differences in the vertical velocity

F*W 6g d 7& show the ples of vertic estimates occur at those heights where the tilt
vakwiy edimaud hm two independent 3Ormin angles am large.
aveta.. Ih R1 esinimat was obtained by using A further test that can be applied to the data is to
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Fig. 7. Same as Figure 6, except for a 30-min average taken from 2215 to 2245 LT.

calculate a predicted difference between the two where 812 is the tilt angle in the baseline formed by

vertical velocity estimates, which should be equal antennas 1 and 2. Again, the alignment of the wind

to the projection of the horizontal velocity along the vector with the baseline between antennas I and 2

tilt direction. Figures 8a and 9a show this compar- made the calculations simple. The perpendicular

isom. The two sets of curves follow each other very velocity estimate is compared to the standard Dop-

closely. pler method estimate in Figures 8b and 9b. The

Finally, the velocity perpendicular to the refrac- agreement between the curves indicates that the

tivity layers v. can be estimated by using the tilt Doppler vertical velocities are actually velocity

angle inmation and the cross-spectral phase in- components along the apparent beam direction and

formation together. Instead of isolating the contri- are thus biased by the horizontal velocity.

bution from the true-vertica direction as we did

with the curves in Fgures 6a and 7a, we now
-hA.- a specific •f-vertial component along a 5. CONCLUSIONS

dgiltioa ddto varies as a fnctioti of height. Specif-
itsy, th ph. corr1esPon g to the tilt angle, Analysis of interferometer measurements has

m f the cross-m ation function, was shown that a bias can exist in standard Doppler

molat (6) and the coIrrspo1din value of estimates of the vertical velocity caused by tilting of
w was dFvItd refractivity surfaces, at least at certain times and in

certain height ranges. Since all the analysis has
W ift $12 - b12  involved different processing procedures applied to

(16) the exact same data set, many, if not all, of the
m12
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Fig. 8. Data taken from a 30-min average from 2145 to 2215 LT. (a) Comparison of observed error (difference
between vertical velocities obtained from the RI and Doppler methods) and the predicted error (obtained from
tilt angles and estimates of the horizontal velocity) and (b) Comparison of radial velocities perpendicular to the
refractivity layers and the standard Doppler velocities obtained from a vertical beam.

usual uncertainties associated with unknown spatial tilted beam [Larsen and ROtger, 1991]. If the tilt
or temporal variations in the atmospheric medium angle is denoted by ST, then the horizontal wind
have been eliminated. The bias is a direct conse- contribution to the vertical velocity is given by the
quence of the aspect sensitivity of VHF echoes magnitude of the horizontal wind component in the
received from refractivity surfaces, which when direction of the tilt multiplied by sin ST- Since the
tilted, cause the apparent beam to be tilted away tilt angles are usually small, i.e., less than 2°, this
from vertical as illustrated in Figure 10. VHF ech- contribution is small, but the vertical velocity is
oes are known to be aspect sensitive [Tsuda et al., also small, and therefore the overall error is signif-
19866, but the origin of this effect is still an open icant.
question. The aspect sensitivity causes the apparent At present, no aspect sensitivity effect has been
an•ma beam to be smaller than the antenna beam observed at UHF frequencies, but tilted refractivity
ofthe radar, since the echoes from off-vertical osre tUFfeunis u itdrfatvtofthes widar, bme attentedThoes nrot omcause alayers could still cause a bias in the vertical velocity

estimate. This bias could be caused if the wind flowim~blem with the vertical velocity measurementspoblmwithfro the voperticl velhoity measremnts- is not horizontal, causing a wind shear within the
obtained from the Doppler method, if the refractiv- resolution volume of the radar. But the results
ity surfce which is causing the echo is not tilted.
The l*t1m of t apparent beam toward the eren- presented in the previous section seem to indicate

mist at th reIlactvity surface will cam the that "fC-eoW is horizontal. If the flow was along the

VW a veocky estimate to be biased by tin aorn r~frictivity structure, then the perpendicular veloc-

peaim!d lbftsimzul wind in the direction of the ity, shown in Figures 8b and 9b, would be zero.
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Fig. 9. Same as Figure 8, except for a 30-min average taken from 2215 to 2245 LT.

This is not the case, leading one to believe that the sented by Larsen and R6ttger [19911 can be 200% or
flow is close to horizontal, more. However, the problems associated with such

The magnitude of the errors indicated both by the biases can be eliminated; however, by using multi-
data presented here and by the earlier data pre- pie receiving antennas and applying the techniques

presented in this paper.
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A computer simulation of scattering from inhomogeneities in the refractive index is used to
compare the spaced antenna and interferometer methods for measuring winds in clear air. both with
and without turbulent fading. The results show that the spaced antenna analysis which is carried out
in the time domain and the interferometer analysis which is carried out in the frequency domain are
equivalent in terms of the information that the two methods yield. A data analysis method, equivalent
to fuill correlation analysis, which can be carried out in the frequency domain is presented. The
method is applied to model-generated, simulated data in order to extract the typical full correlation
analysis output parameters such as the apparent and true velocity. The results obtained are
consistent with the model input parameters.

I. INTRODUCTION ferometer techniques and especially possible ad-

The Doppler technique for measuring horizontal vantages of using interferometer measurements as
winds has been used extensively for wind profiling the basis for wind measurement systems [Liu et al.,
with both experimental systems and prototype op- 1990; Larsen et al., 1992; Van Baelen and Rich-

erational systems. Rattger and Larsen [1990] have mond, 19911.

reviewed many of the studies that have been carried The fact that identical instrumentation is used in
out over the last decade. Recently, there has been the interferometer and spaced antenna methods
increasing interest in the spaced antenna method for leads us to believe that the two methods must be
measuring winds because the instrumental setup frequency and time domain analogues; that is, the
provides the possibility of measuring a number of same information about the atmospheric medium
other parameters besides the wind velocity and can be obtained with either method. Larsen et al.
allows some uncertainties in the vertical velocity [1992] have argued, however, that there may be
measurements, for example, to be eliminated advantages inherent in carrying out the analysis in
[Larsen and R6ttger, 1989, 1992; Palmer et al., the frequency domain since the required computa-
19911. The interferometer technique has developed tions are simpler. Liu et al. [19901 have shown
in parallel with the spaced antenna method, and analytically that there is an equivalence between
many authors have discussed the relationships be- the spaced antenna and interferometer methods as
tween cross-spectral phase and wind velocities, long as turbulent fading is not important, but the
However, the primary focus has been on the prob- effect of the latter, due to its analytical complexity,
lem of locating scatterers or other fine structure has not been explored in any detail in the studies
within the beam [e.g., Farley et al., 1981; Adams et that we are aware of. The goal of the present study
al., 1966; Kudeki, 1988; Kudeki et al., 1990; Franke is to investigate the effects of turbulent fading on
et al., 1990; Woodman. 19911. In contrast, the the estimation of atmospheric parameters by using a
spaced antenna method has focused mostly on numerical simulation of the scatter from turbulent

irements of the mscrO properties of the structures. Analysis methods are sought which can
atmospheric medium such as the bulk flow veloci- be carried out in the frequency domain for the
ties. A number of recent articles have explored the estimation of atmospheric parameters in the pres-
similarities between the spaced antenna and inter- enc of turbulent fading.

Section 2 describes the features common to
Ca dl* 1"2 by thM Aaml Omphydie Unim. spaced antenna and radar interferometer measure-

PO p. obg 2sInM ments. In section 3, we will present the analytical
4 .U formulation relevant to spaced antenna and inter-

759
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ferometer methods, followed by the development of lent fading is also absent, the magnitude of the
a method similar to full correlation analysis for velocity aloft is one-half the ratio of the antenna
paramet.er estimation in the frequency domain. Sec- separation to the time delay, as discussed by Briggs
tion 4 describes the computer simulation and the et al. [19501.
model output. Finally, section 5 will discuss the Turbulent fading refers to variations in the dif-
implications of the results for the analysis of real fraction pattern seen on the ground that result from
data. turbulence in the medium aloft. These variations

cause a decorrelation of voltage time histories
2. SPACED ANTENNA AND INTERFEROMETER which increases with time delay. The effect of

ANALYSIS turbulent fading is to cause a bias toward smaller
cross-correlation lag times and therefore toward anThe instrumental setup used for spaced antenna
overestimate of velocity [see Larsen and Rottger,

and interferometer measurements is identical for all 18.Tesmetod uedto core fers d to

practical purposes. A single beam is transmitted 19891. The method used to correct for errors due to

vertically, and the backscattered signals are re- turbulent fading when processing data in the time

ceived on three or more separate receiving anten- domain is known as full correlation analysis (FCA).

nas. The quadrature components of the voltages in Spatial decorrelation occurs because two receiving

each of the receiving antennas are recorded for later antennas not aligned with the horizontal velocitq

analysis or, in some cases, for analysis on line. The direction see different cuts of the diffraction pattern

spaced antenna analysis then proceeds by calculat- on the ground. Thus voltage time histories are
ing the cross-correlation functions for each pair of further decorrelated by an amount which increases
receiving antennas. The delays at which the corre- with the spatial separation perpendicular to the
lation functions peak are used to determine the drift horizontal velocity. Nevertheless, spatial decorre-
velocity of the turbulent structure across the array lation does not produce a bias in the wind estimate.
of receiving antennas. The interferometer technique The spaced antenna method and FCA signal
utilizes the measured phase differences between the processing techniques have been used extensively
signals in adjacent antennas and the frequency over a period of nearly 40 years [e.g., Phillips and
content information in the received signals to deter- Spencer, 1955; Fooks and Jones, 1961; R6ttger and
mine the location and velocities of scatterers illumi- Vince nzt, 1978; Vincent and R6ttger, 1980; Meek et
nated by the transmitting beam. Clearly then, the al., 1979]. It is apparent that the radar interferom-
differences between the two approaches are in the eter technique [Larsen et al., 1992] obtains the
analysis step rather than in the instrumentation, same information as the spaced antenna system,

Spaced antenna or interferometer systems for although it is not clear what signal-processing tech-
wind measurements in the troposphere and strato- niques will be optimum. The FCA method has been
sphere have generally operated in the VHF band at presented in different forms by a number of authors
about 50 MHz, although there is no theoretical [e.g., Briggs et al., 1950; Fooks, 1%5; Fedor, 1967].
reason for believing that a higher frequency cannot One of the more recent algorithms is that described
be used. These systems obtain backscattered en- by Meek [1980]. In his g
ergy from turbulent variations in the refractive method, the autocorrelationsinde, ad a VH frquecies asectsenitiityand cross correlations are assumed to be Gaussian
index, and at VHF frequencies, aspect sensitivity functions of equal width. The analytical results
effects can enhance the signal power by as much as funtinseofiequ a r also Th e ona tisas-
10-15 dB. The spaced antenna method was first presented in section 3sare also based on this as-
used to measure drift velocities in the ionosphere sumption. Initially, spaced antenna systems were
[e.g., Phillips and Spencer, 1955; Fooks and Jones, incoherent, and data analysis was based on ampli-
19611 and later to measure winds and wave param- tude only. Today these radars are usually fully
eters in the mesosphere and lower thermosphere coher4.nt, and the processing of spaced antenna
with MF and HF radars [e.g., Manson et al., 19741. data can make ise of phase information as well
A minimum of three receiving antennas is needed to [Larsen and R6ttger, 19891. Including the phase
measu the mngnitude and direction of a horizontal information also makes it possible to determine the
drift velocity. If the drift velocity is parallel to the vertical velocity and refractivity layer tilt angles
bmlizi between two receiving antennas and turbu- [Larsen and R6ttger, 19921.
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3. AN ANALYTICAL FORMULATION and the autospectrum is given by

The analytical results presented in this section P(W) = 1,r exp [-t,(w - w 0 ) 2/4] (4)
are primarily to provide motivation for the interpre- A
tation of the model-generated results in section 4. s expected, the autospectrum amplitude is shifted
Assuming a Gaussian form for the cross-correlation in the positive co direction by an amount equal to the

amplitude and including a phase term to account for Doppler shift resulting from the vertical velocity.

a nonzero vertical velocity and an off-vertical angle Furthermore, the phase of the cross spectrum is

of arrival [see Larsen et al., 1992], the general seen to be a linear function of frequency given by

cross-correlation function for the ith antenna pair 0 = (&J - 0O0)tmi - 0Oi (5)
can be written as

and the phase at o = 0oo is just 00i, that is, the phase
pi(t) = pmiei(""ot- *1 ]e-[t+ t..)1h1 2  (I) between antennas resulting from the off-vertical

incidence angles. Recalling that the radial velocitywhere Pmi is the peak cross-correlation amplitude is given by

-elative to the peak autocorrelation amplitude, t,..i is

the lag time, and t, is the width factor. With an v, = w/2k (6)
incoherent system the phase term which contains
information about the vertical velocity and angle of Equation (5) becomes
arrival is not present. In this term, wo0 = -2kw is the = w) - do (7)
Doppler shift due to the vertical velocity, and 00i =
kDi sin 30i is the phase shift between antennas and solving for vr, we get
resulting from the mean off-vertical angle of arrival
S0,. It should be noted that we have assumed the Vr = W + (0 + -00i)/2ktmi (8)
off-vertical angle of arrival in the plane parallel to Now considering a horizontal velocity which is not
the horizontal velocity to be zero. With this as- parallel to the antenna baseline, we have
sumption the component of horizontal velocity in

"o0 is also zero. Clearly, this is not always true, but Di/tmi = 2vh,/cos 6i (9)
it greatly simplifies the following development of
the relationship between radial velocity and phase, where Di is the distance between antennas and Oi is
and the result is unchanged by the assumption. The the azimuth of the horizontal velocity direction with
off-vertical incidence angles may be the result of respect to the antenna baseline. Substitution of (9)
ir.in.ed aspect-sensitive refractivity layers or re- into (8) yields
gions of concentrated reflectivity, as discussed by
Larsen and Rdttger [1992] and Larsen et al. [1992]. = w + (c• + 'koi)vh/kDi cos 0i (10)
Now if we allow the antenna separation to approach This result is in agreement with that of Larsen et al.
zero, Pmi approaches one, t mi and 0b0i approach [1992]. It provides a convenient method for deter-
zero, and the autocorrelation becomes mining vertical velocity from the phase intercepts at

pW = e (h/te),e ~f (2) V, = 0 in two baselines and the layer tilt angles from
the phase values corresponding to the maximum

To perform a full correlation analysis with Meek's values of v,.
[19801 method, the seven parameters pmi, t i,' and t, The two special cases treated with the model in[190] ethd, hesevn pramter Oi, miandtcsection 4 are presently considered. First, if we
are obtained from the autocorrelation and cross-
correlation functions. Taking the Fourier transform consider the special case without turbulent fading,

of (I) and (2), we see that these same parameters without spatial decorrelation, with zero vertical

can be obtained from the frequency domain. The velocity, and zero off-vertical angle of arrival, (3)

cross spectra are given by reduces to

CAN) - ter / exp {(((w - woi)ti - 0Ot0 CI(w) - eiW1.WP(ca) (!1)

where P(w) is the autospectrum. The cross-spectral
exp HtA( - No)2/4] (3) phase is seen to be a linear function of frequency

j+
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with a slope of t,,, the cross-spectral amplitude is 71
identical to the autospectrum, and the cross-corre- XYZ Vo/ume
lation amplitude is just the time-shifted autocorre- /
lation. Since turbulent fading is not included, the
spectrum width is due only to the beam-broadening F

effect. Thus the spectral width is determined by the a t
projection of the horizontal velocity along the radial .
direction for zenith angles within the beam which
are not vertical. Furthermore, the spatial correla-
tion interval of the diffraction pattern on the ground
is inversely related to the transmitting antenna
beam width and likewise to the spectral width due/rJ)
to beam broadening. Now, for the second case with
everything the same except for the inclusion of a /
nonzero vertical velocity, (11) becomes ( 7-

Ci(o) = ei(oa -e)ltwp(o) - a,0) (12) Np \ (R2)

Thus a vertical velocity produces a frequency shift
in both the amplitude and phase of the cross spec-
tnrm. Fig. 1. Illustration of the radar scatter volume determined by

the transmitting antenna beamwidth and the pulse width as a
subset of the xyz volume of scatterers.

4. NUMERICAL SIMULATION

Although analytical techniques for relating time
domain and frequency domain parameters have the exact scattering mechanism. In an earlier simu-
been presented in section 3, it is not clear how the lation of spaced antenna ionospheric drift measure-
effects of turbulent fading will appear in the fre- ments, Wright and Pitteway [1978] concluded that
quency domain. For this reason a numerical model exact modeling of the scattering mechanism is not
which simulates the radar interferometer system essential for determining spaced antenna parame-
will be valuable in evaluating the frequency domain ters. In the present model, initial positions for the
analysis techniques. The simulation developed for scatterers are selected randomly according to a
this purpose uses a simplified model of the scatter- uniformly distribution in x, y, and z. For each time
ing mechanism which consists of N isotropic scat- increment, positions are updated according to the x,
terers of random reflectivity, randomly distributed y, and z components of velocity chosen from a
within a predetermined volume of xyz space. As Gaussian probability density. The mean value of
seen in Figure 1, the volume is chosen so that the this density is the average velocity, and the vari-
scatterers illuminated by the radar are always con- ance is a measure of the turbulence. After each
tained in a subset of the volume as the motion of the update of position, a new set of randomly distrib-
scatterers evolves. The actual scattering volume for uted reflectivities can be assigned. The simulation
each time increment is determined by the antenna sums scattered voltages at successive time incre-
beamwidth and the radar pulse length. The assumed ments to calculate a complex time history of an-
antenna pattern has a Gaussian shape between the tenna voltage for each of the receiving antennas. A
half power points but is zero elsewhere. This as- fast Fourier transform routine is used to calculate
sumption is necessary to limit the scattering volume the autospectra, cross spectra, autocorrelations,
to a manageable size. The range-weighting function and cross correlations.
is assumed to be triangular. Although the true The antenna arrangement and coordinate system
scattering process is an unknown combination of used for the simulation are shown in Figure 2. Other
Brang scatter, Fresnel reflection, and Fresnel scat- parameters held at fixed values for the simulations
twr [RAner and Larsen, 19901, the properties in- are given in Table 1. The autospectra, cross spec-
veatiited here are believed to be independent of tra, autocorrelations, and cross correlations used in
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Y have been normalized to the peak autocorrelation,
and the autospectrum and cross spectrum have
been normalized to the peak autospectrum. Except

R3 for the small amount of decorrelation which results
from the movement of scatterers into and out of the
scattering volume, these particular conditions cor-

40 m 40 m respond to the case of no turbulent fading or spatial
decorrelation for which analytical results are given

/ in (11). Referring to Figures 3c and 3d, it is seen that
a tmi of I s is obtained from both the peak in the

x cross correlation and the slope of the cross-spectral
' Y -40 m -phase, as expected for a horizontal velocity aloft of

20 m/s. In Figure 3d the cross spectrum calculated
Fig. 2. Spaced antenna arrangement showing the locations of by the simulation program for a vertical velocity of

the receiving antennas used for the computer simulation. The 0.24 m/s and a horizontal velocity of 20 mn/s in the x
transmitting antenna location is not shown. direction is shown by the dashed curves. These

conditions correspond to the case for which analyt-
ical results are given in (12). In Figure 3d, u" = 0.5the subsequent analysis are obtained by ensemble trad s - which is just 2kw when w = 0.24 m/s. This

averaging the results for many samples. The actual result indicates that the frequency offset corre-
length of a single time history is 32 s; however, a sponding to zero phase determines the vertical
32-s interval of zero signal is added to each time velocity when the tilt angles are zero. Also, w"
history to improve resolution in the spectrum and to corresponds to the peak amplitude of the cross
prevent wrap-around errors in calculating the cross spectrum. The above results indicate that the model
correlations. With 80 samples of 32 s each, the is working correctly since they agree with the
actual observation time is approximately 43 min. analytical results for the simple case of no turbulent
For the simulation results presented, the input fading or spatial decorrelation.
parameters which were varied include the velocity
and velocity variance in the x, y, and z directions. 4.1. Effects of turbulent fading and spatial

As a simple test of the simulation program, all decorrelation
scatterers were given a 20 m/s horizontal velocity
with zero variance parallel to the x axis. Also, The effects of turbulent fading and spatial decor-
scatter amplitudes, once assigned, were held con- relation in the cross spectrum were investigated
stant thereafter. The mean autocorrelation and the separately. Referring to Figure 2, we see that spatial
mean autospectrum are shown in Figures 3a and 3b. decorrelation must exist between antennas 1 and 3
The cross correlation and the cross spectrum be- since each antenna sees a different cut of the
tween antennas 1 and 2 are given in Figures 3c and diffraction pattern on the ground when the horizon-
3d. The autocorrelation and the cross correlation tal velocity is in the x direction. Figures 4a and 4b

TABLE 1. Fixed Parameters Used to Obtain Simulation Results

Parameter Value

Center height of scattering volume 10,075 m
amp exten of scattering volume 150 m (pulse width is 1, s)
DiAmeer of scatteing volume 8in m (antenna beam width is 50)
Wavdebth 6 m (frequency is 50 MHz)
Dmity of ceaneres 3,000 k 3

Nmbw of smfle ave•aed 30
lamp of scWennerrwcetivity 0.5 to 1.0
Number of poia Is Fag Fowler 256

S30l1 de 0.25s
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show the cross correlation and the cross spectrum As expected, turbulent fading causes a positive
between antennas 1 and 3 for a horizontal velocity bias in apparent velocity, whereas spatial decorre-
of 20 m/s in the x direction and a zero velocity lation does not. Nevertheless, both turbulent fading
variance in all directions. Since the velocity vari- and spatial decorrelation reduce the peak amplitude
ance is zero, the spectral width is due only to and introduce roughness in the amplitude and phase
beam-broadening effects. The roughness in the of the cross spectrum.
cross-spectral amplitude and phase resulting from
decorrelation is clearly seen, and the nced for a 4.2. Full spectral analysis
least squares fit for both amplitude and phase is The FCA analysis by Meek [19801 requires as
apparent. Here, a t,,, of approximately 0.5 s is input a width factor from the mean autocorrelation
observed from both the cross-correlation lag time plus the three lag times tm.i and the three cross-
and the slope of the cross-spectral phase. This value correlation amplitudes Pmai As discussed in section
of tma corresponds to a trace velocity of 40 m/s as 3, these parameters can be estimated from the mean
expected for the distance of 40 m at an angle of 600. autospectrum and the three cross spectra. Thus by
The trace velocity corresponds to the horizontal analogy with FCA a full spectral analysis (FSA) can
drift velocity divided by the cosine of the angle be implemented by determining these parameters
between the drift direction and the antenna base- via a least squares Gaussian fit for the autospectrum
line. When the horizontal drift velocity is perpen- and cross-spectral amplitudes, and a least squares
dicular to the antenna baseline, tm. is zero, and the line fit for the cross-spectral phase. As a first step
trace velocity becomes infinite, toward evaluating the performance of the FSA

To observe the effects of turbulent fading, a procedure, the model was used to generate time
nonzero variance was introduced in the x, y, and Z histories for the assumed velocities and velocity
components of the velocity, while the average ve- variances of the wind aloft, and the spectra and
locity was maintained at 20 m/s in the x direction. cross spectra were calculated for the assumed an-
For standard deviations in velocity of ox = ay = 8 tenna configuration. FSA was then used to deter-
m/s and oa = 0.88 m/s, the cross correlation and the mine the parameters needed for Meek's analysis
cross spectrum between antennas I and 2 are shown method which was subsequently used to calculate
in Figures 4c and 4d. Since the average velocity is the apparent velocity, the true velocity, the spatial
parallel to the antenna baseline, turbulent fading is correlation ellipse parameters, and the characteris-
present, but spatially decorrelation is not. These tic time constant of the attern.
values of velocity standard deviation are much For an average velocity aloft of 20 m/s in a

larger than typically observed values; however, direction of 300 with respect to the x axis and
they are needed to emphasize the effects of turbu- velocity standard deviations of o'x = o=ay - 8 m s -I
lent broadening since beam broadening will gener- and o-z = 0.88 m/s, the mean autospectrum and the
ally be dominant at the altitude presently being three complex cross spectra calculated from the
considered. The broadening effects of turbulent output of the simulation are shown in Figure 5.
fadn are clearly seen in the cross spectrum with Also, in Figure 5, the least squares fits are shown by
the spectral width broader than it is for the case dashed lines. Corresponding velocity estimates and
without turbulence. Furthermore, the effects of additional outputs are given in Table 2 for three
turbulence ar seen in the reduced peak amplitude simulation runs, each of which used a different
and the aoiselike addition to amplitude and phase in initial seed number for the random number genera-
the cross spectrum. To estimate the lag time, a tor. Additional velocity estimates, for a wide range
Gaussian curve was fitted in the least squares sense of turbulence parameters and different seed num-
to the cross-correlation amplitude function. This fit bers, have resulted in values which are consistently
is shown by the dashed curve superimposed on the within 10% of the expected horizontal velocity.
cross correlation in F'ure 4c. The value of t,. Some of these estimates are given in Table 3.
estimated fom the cross-correlation lag is approx-
l~aely 0.65 s, while the estimate from the cross-
speCM phase slope is approximately 0.7 s. These 5. DISCUSSION

valasm we Conistkt with the fact that temporal The above results indicate that an unbiased esti-
h al te app t velocity, mate of true velocity can be obtained by the full
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TABLE 2. FSA Results Obtained From Model-Generated Spectral Data for a,4, = a' = 8 m/s
and a, 0.88 mf/s

Run I Run 2 Run 3

Expected value of tme velocity, un/a and des 20.00, 30.00 20.00, 0.00 20.00, 0.00
EdkWWdvalue of bweveockty, mtsand dog 18.01. 30.58 20.10, 1.55 21.90,0.25
App-w vIcky, ""/s and dog 31.13, 35.39 38.61,0.49 41.97, -0.87
M~w ortWi~mw ellipse axis, r 45.96 46.28 55.18
MkW COMiWos ellips axis, un 42.27 43.61 39.50
CW-5 - -1u dit iob, deg -13385 -9.41 1.42
Cla~sh~ t' 0, 1.43 1.20 1.32
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TABLE 3. Comparisons of Expected and FSA Estimated 6. CONCLUSIONS
Horizontal Velocity

Velocity Standard Horizontal Velocity, m/s and deg A method for estimating true velocities in the
Deviationy for middle and lower atmosphere from the autospec-

o,., ao,, a,, m/s Expected Estimated trum and the cross spectra of a spaced antenna
4,4, 0.44 20.00, 0.00 20.79, -1.77 system has been presented. The numerical simula-
2, 2, 0.24 20.00, 0.00 21.91. -4.19 tion described in section 4 has been used to provide
4, 4, 0.44 16.97, 45.00 15.70, 50.81 a preliminary evaluation of the method, and the
8, 8, 0.88 20.00, 0.00 21.90, 0.25 results are consistent with the assumed wind veloc-
8, 8, 0.88 20.00, 30.00 18.01, 30.58 ities in the simulation. It is apparent that the same
8, h' 0.88 20.00, 0.00 20.10. 1.55 quantities previously determined by FCA can in

fact be determined from the mean autospectrum
and the cross spectra in the coherent spaced an-

spectral analysis method presented. Clearly, these tenna system. Since phase information is also avail-

results were obtained under ideal circumstances able in a coherent system, additional useful quanti-

using model-generated data. No noise was intro- ties such as tilt angle and vertical velocity can also
duced in the simulation, a sufficiently large number be determined. The frequency domain signal-pro-
of spectra were averaged to produce a reasonably cessing techniques presented here may be faster

smooth average spectrum, and the turbulent motion and simpler to implement since it is not necessary to
of the scatterers was assumed to be Gaussian. calculate the cross correlation as required for the
Although the scattering mechanism is complex and FCA. However, a definitive judgment on the rela-

not completely understood, it is reasonable to be- tive ease of the two methods is probably a long time
lieve that the scattering model, which assumes away. The results presented in this paper have not
randomly placed isotropic scatterers, will generate included the effects of system noise since the pri-
time histories which are physically realistic. The mary objective has been the development of signal-
time-phase relationships for scatterer voltages on processing techniques which compensate for fad-
the ground are, in fact, the physical quantities ing. Future work will need to consider power
which the model must accurately reproduce. Mod- requirements, system noise, and processing tech-
el-generated time histories, spectra, and correla- niques which are optimum for estimating system
tions bear a close resemblance to those obtained parameters in the presence of noise.
from real spaced antenna systems. The assumed
abrupt cutoff of the antenna pattern is seen in the Acknowledgments. E.L.S. and M.E.L. were supported by
shape of the spectrum when turbulence is not AFOSR contract F49620-88-C-0121 during the course of this
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ABSTRACT

A statistical comparison of spaced antenna (SA) and spatial interferometry (SI)

methods for estimating horizontal winds in the troposphere and lower stratosphere is

presented. The data analyzed were obtained with the Middle and Upper (MU)

atmosphere radar from 1910 LT on June 29, 1990, through 0950 LT on July 2, 1990.

At all heights, velocity estimates based on frequency domain analysis are within 4% of

those based on the time domain analysis. We conclude that frequency domain

techniques provide an alternative method for estimating the so-called true velocity. It

is not clear, however, that they offer a significant advantage over the time domain

methods. Some analysis parameters are easier to extract in the frequency domain while

others can be extracted more easily and efficiently in the time domain.
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1. INTRODUCTION

The spaced antenna (SA) method has been employed for estimating horizontal

winds at altitudes from the troposphere to the mesosphere (Manson et al., 1974; Vincent

and R6ttger, 1980; Vincent et al., 1987; Larsen and R.ttger, 1989; R6ttger and Larsen,

1990; Van Baelen et al., 1990) and plasma drifts in the ionosphere (e.g., Phillips and

Spencer, 1955; Fooks and Jones, 1961), although the latter studies led to questionable

results in many cases. A method known as full correlation analysis (FCA) is generally

applied for estimating the so-called true horizontal velocity (e.g., Fooks, 1965; Fedor,

1967; Meek, 1980; Briggs, 1984). Initially spatial interferometry (SI) studies, also

known as radar interferometry (RI), concentrated on the location of scatterers or fine

structure within the radar beam whereas the SA method had concentrated on

macroscopic properties of the atmospheric medium such as the bulk flow velocities (e.g.

R6ttger and Vincent, 1978; Farley et al., 1981; Adams et al., 1986; Kudeki, 1988;

Kudeki et al., 1990; R6ttger et al., 1990; Franke et al., 1990; Woodman, 1991). A

number of recent articles have explored the possible advantages of using the SI method,

which is closely related to the SA method, as the basis for bulk flow wind estimation

(Liu et al., 1990; Larsen et al., 1992; Van Baelen and Richmond, 1991). Sheppard and

Larsen (1992) and Briggs and Vincent (1992) have shown that the parameters needed

for FCA can also be obtained from the frequency domain. The equivalence of these two

methods, full spectral analysis (FSA) and full correlation analysis (FCA), is rather

obvious from the Fourier transform relationships between the auto- and cross-

correlations and the auto- and cross-spectra. In this paper a statistical comparison of

the time domain and frequency domain methods for estimating the so-called true
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velocity is presented. Data for the comparison were obtained with the MU radar during

a sixty-three hour period from June 29, 1990, through July 2, 1990.

Apparent and true horizontal velocities are estimated with both frequency

domain and time domain methods, and a statistical comparison of the results is

presented. These methods are briefly discussed in Section 2. The experimental setup

and signal processing is presented in Section 3. Observational results are presented in

Section 4, a discussion of differences in the implementation of the SA and SI methods

is given in Section 5 , and conclusions are given in Section 6.

2. SI AND SA WIND ESTIMATION METHODS

Like the SA system, the SI system uses a minimum of three receiving antennas

which are generally positioned so the baselines form a triangle. The SI method can

estimate the apparent horizontal velocity with the data from any two baselines that

have sufficient cross-spectral amplitude. The relevant equations have appeared in

several recent papers (Liu et al., 1990; Palmer et al., 1991; Van Baelen and Richmond,

1991; Larsen et al., 1992) and are as follows:

d d2
"ll COS al - 7% o"

tan 9= d2 t l (1a)
m sin a2 - i% sin a,

VhCO( cos(al-e) (ib)

where di is the baseline length, ai is the baseline azimuth angle, mi is the cross-spectral

phase slope in units of seconds, Vh is the velocity magnitude, and 9 is the wind
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direction. When estimating the apparent velocity with the SA method the slopes

required in Equation I are taken as the lag times corresponding to the maxima in the

cross-correlation functions. If the data from all three baselines of the SI/SA system are

used, the redundancy provided by the third baseline can be used to our advantage. A

consistent set of apparent velocities is generally found by a least-squares fit of the three

apparent velocity vectors to a straight (e.g., Fooks, 1965; Meek, 1980). When the data

from only two baselines are used, the two baselines with the largest signal-to-noise ratio

(SNR) are chosen for the calculation. Furthermore, if the horizontal wind happens to

be parallel to one of the baselines, the other two baselines may have low cross-spectral

amplitude. Under these conditions, the use of data from only one baseline is often

sufficient (e.g., Palmer et al., 1991).

At altitudes where turbulence is low and beam broadening is much larger than

turbulent broadening, the apparent velocity provides the most accurate estimate of the

actual wind velocity. However, in cases where turbulence is large the apparent velocity

overestimates the wind and the true velocity provides the most accurate estimate of the

actual wind. Even in the absence of turbulence, true and apparent velocities may be

different as the result of an anisometric spectrum for refractive index irregularities.

Spaced antenna systems were first used in the early 1950's for measuring drifts in the

ionosphere. The FCA method was developed at that time, and there is an abundance of

literature on the subject (e.g., Fooks, 1965; Fedor, 1967; Meek, 1980; Briggs, 1984).

Recentl3, Sheppard and Larsen (1992) and Briggs and Vincent (1992) have shown that

the parameters needed for FCA can also be obtained from the frequency domain. In

the comparison of FCA and FSA described here, the method of Meek (1980) is used to

estimate the apparent and true velocities from both time domain and frequency domain

data. The data required for this method are the auto-correlation width, the three cross-
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correlation lag times, and the three cross-correlation amplitudes relative to the auto-

correlation amplitude. Using time domain data all of these quantities are obtained

directly from Gaussian fits of the auto- and cross-correlations. However, when using

frequency domain data the auto-correlation width is calculated from the auto-spectrum

width, the cross-spectral phase slopes are taken as three cross-correlation lag times, and

the relative cross-spectral amplitudes are taken as the relative cross-correlation

amplitudes. Therefore, in the frequency domain Gaussian fits of auto- and cross-

spectral amplitude and linear fits of cross-spectral phase are rean'ired. Clearly, the FCA

and FSA methods differ only in that the parameters needed for FCA axe obtained from

the auto- and cross-correlations whereas the parameters needed for FSA 're obtained

from the auto- and cross-spectra.

3. EXPERIMENTAL SETUP AND SIGNAL PROCESSING

An experiment suitable for SA and SI wind estimation was carried out between

1910 LT on June 29, 1990, and 0950 LT on July 2, 1990, using the MU radar located

in Shigaraki, Japan (34.85 o N,136.10 * E). The MU radar antenna array is shown in

Figure 1. The transmitting antenna used the entire array while the receiving antennas,

designated as antennas 1, 2, and 3, used smaller array segments of equal area. The

altitude range from 6.0 to 15.3 km was divided into 32 range bins of 300 m each. An

eight-bit complementary was used with a flip of the code every interpulse period (IPP),

which was set at 400 jus. Coherent integration was performed with 200 points, giving an

effective sampling interval of 0.08 s. The data recorded on magnetic tape included 256

complex time series points for each of the 32 heights and each of the three receivers.

Five records were recorded for each pointing direction which included zenith and three

off-zenith directions. Adding the time for switching the beam direction and recording
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the data, a total interval of 8.08 min exists between each consecutive five record group

of vertically-pointing data. The spectra from fifteen records were incoherently averaged

before each estimate of the wind vector giving a total time between estimates of 24.26

min. The total observation time was 62.67 hours which results in a total of 155

estimates of the wind velocity and echo power.

Data read from the magnetic tape was processed to obtain the auto- and cross-

correlations and the auto- and cross-spectra. Before calculating the spectra, the number

of coherent integrations was increased by a factor of two, giving a 3 dB increase in SNR,

reducing the number of points in each record to 128, and increasing the effective

sampling interval to 0.16 s. Also, mean values were removed from both the I and Q

signals separately. Since each receiving antenna looks at identical scatterers with only a

small angular separation, the receiver output powers would be nearly equal if it were

not for unavoidable differences in the receiver channel gains. Calibrating the hardware

to make these gains equal throughout the experiment would be very difficult. Thus, a

software equalization of signal power was implemented. This method for equalizing the

power is simply to adjust relative signal levels so that the signal variances are equal.

Since peak cross-correlation amplitudes relative to the peak auto-correlation amplitude

are needed for FCA, and peak cross-spectral amplitudes relative to the peak auto-

spectral amplitude are needed for FSA, accurate power levels are needed for both

methods. The relative amplitudes required by the FCA/FSA methods must be a

measure of turbulence and spatial decorrelation and not the result of unequal receiver

channel gains. Estimates of the true velocity have been made with and without signal

power equalization, and the number of failures were significantly greater when power

equalization was not used. A standard FFT with a rectangular window was used to

calculate the mean auto- and cross-spectra, and fifteen spectra were then incoherently
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averaged. Next, the mean auto- and cross-correlations were calculated by applying the

inverse FFT. The noise spike at zero-log was removed from the mean auto- and cross-

correlations, and the average noise level was subtracted from the mean auto- and cross-

spectra. Because of the variability in the spectral amplitude, a three-point running

average was applied before attempting a fit. A Gaussian function was fitted to the

correlation and spectral amplitudes while a line was fitted to the spectral phase. The

fitting was carried out within a window defined by the half-power points of relative

amplitude for both the correlations and the spectra. Figure 2 shows a typical set of

spectra and correlations with the fits superimposed and the frequency range of the

fitting windows indicated by the range of frequencies between the small circles on the

plots.

4. STATISTICAL ANALYSIS

Figures 3 and 4 show the time history of wind profiles with each profile

representing the average of two 15-record averages. Missing data in the profiles

represent a failure to fit or a failure to calculate a velocity within ± 40 m s - 1 of the

mean velocity. A discussion of these failures and their relationship to the echo power is

presented later in this section. There are a total of 155 wind profile estimates, each of

which is obtained by incoherently averaging 15 records. The total elapsed time between

estimates is 24.26 min and the elapsed time between plotted profiles is 48.52 min. A

total of 77 profiles are plotted for a total elapsed time of nearly 63 hours. Also plotted

in the figures are the average profiles obtained over the same time period with the

standard deviations ±o, indicated by the horizontal bars. The standard deviation

represents the combined effect of variance in the estimation method and temporal

variance in the velocity over the 63 hour period.
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Auto-correlation width, lag times, and relative amplitudes obtained from the

auto- and cross-correlations were used to calculate profiles of the zonal and meridional

components of the apparent and true velocity using Meek's (1980) method. These auto-

and cross-correlations were obtained with an inverse FFT of a 15 record incoherent

average of auto- and cross-spectra. The results for the zonal component are presented

in Figure Sa and those for the meridional component in Figure 3b. Note that the

average apparent velocity profile is repeated by the dashed curve in the plot of the

average true velocity profile. These curves show the correction for true zonal velocity as

a percentage of the apparent zonal velocity, to be approximately 27% , 31% , and 23%

at heights of 8, 12, and 14 kin, respectively. For the meridional component the

correction is roughly 33% except in the region near 12 km where it is close to 50%.

The standard deviations for the true zonal and true meridional components of velocity

averaged for all heights over the 63 hour period are ±7.1 m s 1 and ±7.5 m s-

respectively.

Auto-spectral width, phase slopes, and relative amplitudes obtained from the

auto- and cross-spectra were also used to calculate profiles of the zonal and meridional

components of the apparent and true velocity using Meek's method. These auto- and

cross-spectra were obtain by a 15 record incoherent average of auto- and cross-spectra.

Presently we are referring to this method as either the FSA or the SI method. Profiles

of the zonal and meridional components of the horizontal velocity are shown in Figures

4a and Ab, respectively. The zonal velocity correction as a percentage of zonal apparent

velocity was found to be approximately 24% , 31% , and 15% at heights of 8, 12, and 14

kin, respectively. For the meridional component the correction was found to be 2% or

so less than that found from the time domain method. This trend toward a smaller

correction with the SI method is consistent with the results presented by Briggs and



10

Vincent (1992) and may be due to the noise spike at zero lag in the auto-correlation

function. If the spike is not removed properly, an overestimate of the effects of

turbulent fading may result. For the SI method, the standard deviations for the true

zonal and true meridional components of velocity averaged for all heights over the 63

hour period are ± 7.6 m s-I and ± 8.0 m s-I , respectively. The larger average

standard deviation obtained for the SI method is attributable primarily to the heights

with lower echo power. Average true velocities calculated with the SA and SI methods

are close with the maximum differences of 4.0 m s - 1 and 1.5 m s - 1 seen at a height

of 12 km for the zonal and meridional components, respectively.

Scatter plots of FSA true velocities vs. FCA true velocities are shown in Figures

5a and 5b for the zonal and meridional components respectively. Standard deviations

between FSA and FCA velocities, defined as

01 4 V1~ IZVI FCA -VFSA) 2(2)

are calculated to be 4.8 m s- and 4.10 m s- for the zonal and meridional

components, respectively.

Finally, Figures 6a and 6b show the profiles of the average echo power and total

failure count for both the SA and SI methods. The solid line represents SA (time

domain) failures and the dashed line represents SI (frequency domain) failures. Failures

attributable to the true velocity correction accounted for only 5% of the total failures

while the rest could be attributed to failures in the fitting procedure. Except for the

lower altitudes between 6 and 8 kin, the larger failure counts are closely correlated with

regions of lower echo power. Examination of the spectra in the 6 to 8 km range

between 50 and 60 hours elapsed time, showed a larger than normal amount of
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interference, which is the primary contributor to the failure counts seen at the lower

heights. Interference often appears over a finite frequency band, and it may be possible

to reduce interference by using frequency domain filtering. Since we calculated the

auto- and cross-correlations needed for FCA velocity estimates via the inverse FFT of

the auto- and cross-spectra, frequency domain filtering methods would also be

applicable for our time domain method. Possibly, in some future work, it will be

convenient for us to implement frequency domain interference filtering.

5. DISCUSSION

While time domain and frequency domain methods for estimating true horizontal

velocity are analytically equivalent when Gaussian spectra are assumed, in practice

there are significant differences in the two methods. When fitting the auto- and cross-

correlation functions, regions outside of the primary peak, i.e., the oscillatory tails, are

generally ignored. In the region of the primary peak, where the fitting procedure is

applied, correlation functions are usually smooth and monotonically decreasing. Thus,

in the time domain most fitting routines work with little difficulty. On the other hand,

the oscillatory tails of the correlation functions, generally ignored in the time domain

analysis, are transformed into a highly fluctuating structure in the primary lobes of the

spectral functions where the fitting procedures are attempted in the frequency domain.

One of the basic differences between time domain and frequency domain methods is

that time domain fits are determined more by the high frequency portion of the

spectrum while frequency domain fits are determined more by the low frequency

portion. With higher signei power and/or longer time averages, the poor convergence

properties of the spectra can be circumvented, and the frequency domain method also

becomes easy to implement. However, in practice these conditions do not always exist



12

and fitting the spectra can be significantly more complex. For the fitting routines we

investigated, smoothing of the spectra was necessary in order to prevent excessive

fitting failures.

For estimates of the apparent velocity, only a linear fit to the phase of the cross-

spectra is necessary, but true velocity estimates also require a determination of cross-

spectral amplitudes relative to the auto-spectral amplitude which entails fitting of a

Gaussian or parabola. Failure to accurately determine the relative amplitudes will

result in failures of the FCA/FSA routine. Furthermore, even when only the apparent

velocity is estimated, an appropriate width for the fitting window must still be

determined. If care is not taken to make the fitting window sufficiently small, random

phase values that occur at the lower amplitude portions of the cross-spectra will bias the

phase slope estimate toward zero causing an overestimate of the apparent velocity. A

window width equal to the half-power spectral width appeared to produced acceptable

results in our study.

6. CONCLUSIONS

As seen in Figure 6, the failure rates for the SA and SI methods are very similar.

With the exception of a small increase in the FSA true velocity standard deviation in

the region of low SNR, neither method significantly outperforms the other with regard

to the the accuracy or quality of the results. Since the difference between the two

techniques is simply the manner in which the parameters needed for the true velocity

calculation are obtained, the computational load of the techniques must be the same

after these parameters are obtained. The SI method requires that the auto- and cross-

spectra be fitted with Gaussian functions, and this task presently appears to be more

difficult than fitting the auto- and cross-correlations. In addition, the SI method
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requires that the phase of the cross-spectra be fitted with a line. The SA method

requires only Gaussian fitting to be performed on the auto- and cross-correlation

functions, thus eliminating the need for the linear fit used in the SI technique.

Therefore, the SA method is obviously more computationally efficient for the estimation

of horizontal velocity. Presently, it is not clear which of the two methods will be the

easier for estimating true vertical velocity and refractivity layer tilt angles.

Future work will include a detailed study of the statistical nature of estimates for

true vertical velocity and refractivity layer tilt angles using both time and frequency

domain methods. Most probably, a combination of these methods will provide the

optimal wind estimation technique.
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FIGURE CAPTIONS

Figure 1. Receiver antenna configuration used for the SI experiment conducted from

1910 LT on June 29, 1990, through 0950 LT on July 2, 1990, using the MU radar.

Figure 2. Auto- and cross-spectra and the corresponding auto- and cross-correlations at

7.8 km for a 5.12 min average of vertical-pointing SI data taken on June 29, 1990,

during the period 1910-1935 LT, using the MU radar. Superimposed are Gaussian fits of

amplitude for spectra and correlations and linear fits of phase for cross-spectra. The

small circles indicate the fitting windows used.

Figure 3. Profiles of true and apparent (a) zonal velocity and (b) meridional velocity

calculated from time-domain parameters, shown at 48.52 min intervals for a total

elapsed time of 62.67 hours, plus average profiles over the same period with ±a

standard deviation bars superimposed. The average apparent velocity is repeated by

the dashed curve in the profile of average true velocity.

Figure 4. The same as Fig. 3 except using frequency domain data.

Figure 5. Scatter plots of FSA velocity vs. FCA velocity for (a) the zonal component

and (b) the meridional component.

Figure 6. Profile of (a) average echo power and (b) total failures for both frequency

domain and time domain methods. Time domain failures are shown by the solid line

and frequency domain failures are shown by the dashed line.
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ABSTRACT
Very high frequency (VHF) Doppler radar measurements of the horizontal and vertical winds are used to

examine three procedures to extract mean profiles of horizontal and vertical winds. These are I) time averaging
of fist-moment estimates of radial velocity from the high time resolution Doppler spectra, 2) time averaging
of radial velocities estimated from a least-squares fitting of either one or two Gaussians to the spectra in order
to account for the double peaks corresponding to turbulent and precipitation scattering that appear in the spectra
during heavy rain; and 3) consensus averaging of the least-square-fitted radial velocities. Horizontal winds
produced by these procedures were compared to each other and to those from two 5-cm radars operating nearby.
Least-squares fitting yielded the best wind estimates. although a slight relaxation of the consensus criterion was
sometimes found to be necessary in order to avoid the failure to find a consensus. The simple first-moment
method produced comparable results. except below the melting level, where it performed more poorly. Verticalwinds from the fitted VHF spectra were compared with those derived from the 5-cm-radar data using the
extended velocity-azimuth display (VAD) technique. Reasonable agreement was found at heights above the
freezing level.

1. Introduction where u, v, and w are the Cartesian wind components,
Doppler radar wind profilers operating mostly at the subscript i refers to the beam direction, and 0 and

frequencies near either 50 MHz (VI-HF) or 400 MHz 0 are, respectively, the azimuth and zenith angles. At
(UHF) have been used increasingly as tools for mea- any height z, the volumes sampled by the beams are
suring horizontal winds in the troposphere and lower separated by a horizontal distance _ 2z sin0o, but the
stratosphere (e.g., see Rdttger and Larsen 1990 for a assumption is usually made that the winds do not vary
review). A typical wind profiler employs three beam significantly over the sampled region or over the period
directions. One is usually directed vertically, and the required to sample the various beam directions. With
other two are steered away from zenith by a small angle these assumptions, the horizontal wind components
o at azimuths differing by 90*. Typical zenith angles can be calculated by solving Eq. ( I) simultaneously

are 10i-15. In the absence of precipitation, the re- for all values of i. In some cases only the two oblique
ceived signal is backscattered from turbulence-gener- beams are employed, and u and v are calculated with
ated refractive-index irregularities having spatial scales the additional assumption that w = 0. The vertical ye-
of one-half the radar wavelength, as discussed, for ex- locity is typically much smaller than the horizontal
ample, by Woodman and Guillen ( 1974). Assuming velocities, but, since the zenith angles are usually small,
that the scatterers move with the same velocity as th he contributions of the horizontal and vertical veloc-
air, the radial Doppler velocity measured along a par- ties to the radial velocities are generally comparable.
ticular beam direction is so that neglecting the vertical velocities leads to poor

estimates of the horizontal winds.V= (u sino, + v cosoi) sin81 + w cos9,, (I) An example ofa scheme for estimating the horizon-tal wind profiles has been I ) to incoherently average

the Doppler power spectra over a period of severalPruesent affliauon: Max-Planck-istitut ffr Aeronomie. Kaomy minutes, 2) to subtract the noise level from the spec-trum and to estimate V, as the first moment of the
residual spectrum, 3) to obtain hourly averages of theC,'wmVn'sW ew hr dA'm: Dr. M. F. Larsen. Deprtmnt oa radial velocities for each range gate and beam direction.

PhY uli ASIMU.@1my. CleMs Univewaty. Clemmit, SC 29%31. and 4) to use the average radial velocities, together

* 1"2 A.i.. e an Mutmrah ml g Society

d J f/
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with Eq. ( 1) to calculate the horizontal velocities as a located in former West Germany and suggested that a
function of height. The average radial velocities are combination of VHF and UHF radars could be used
obtained by means of a consensus-averaging technique for cloud physics research. For example, the vertical
(Fischler and Bolles 1981), in which the mean of the air motion obtained from the VHF system would allow
largest group of V, values that lie within a prescribed the calculation of corrected terminal velocities of pre-
tolerance of one another for the I-h period is deter- cipitation and parameterization of drop-size distribu-
mined. Strauch et al. (1987) have carried out an ex- tions derived from the UHF radar data. Observations
tensive test of the procedure in clear air over a I-month have already been made with a 50-MHz radar located
period by exploiting the redundancy in data from a at Urbana, Illinois, and a 915-MHz radar with a small
five-beam 405-MHz radar. Since only three beam di- 3-m X 3-m antenna to test the merits of combining
rections are required to estimate the horizontal veloc- the low- and high-frequency data for precipitation
ities, two independent hourly estimates of the hori- studies (Currier and Avery 1989). Wakasugi et al.
zontal wind components could be compared. The (1986, 1987) calculated drop-size distributions from
standard error of u and v for a three-beam profiler in VHF signals alone by application of a least-squares
these conditions was estimated to be 1.3 m s-'. fitting of the spectra obtained at vertical incidence in

At UHF, precipitation echoes will dominate the stratiform rain with the MU radar. Similar work has
backscattered signals, even for light rainfall rates (see been carried out by Gossard (1988) with UHF radar
e.g., Larsen and Rottger 1987), so that a UHF profiler data. Sato et al. (1990) refined the procedure of Wak-
senses the motion of precipitation particles rather than asugi et al. (1987) and calculated that the derived pa-
that ofthe air when precipitation is present in the beam. rameters describing the drop-size distributions were
By replacing w in Eq. ( 1 ) with the precipitation vertical accurate to within 15%.
velocity we, and by making the additional assumptions The earlier studies, with the exception of the work
that I ) the horizontal motions of the precipitation and by Wuertz et al. (1988), have focused on the possibil-
the air are the same, and that 2) w. is uniform over ities for extracting information about the precipitation
the area separating the three beams, u and v may still or microphysical processes from the radar profiler
be calculated from the V, values. Wuertz et al. (1988) measurements. Our goal is to examine the horizontal
analyzed data from a five-beam 405-MHz radar to de- and vertical winds that can be derived from the radar
termine the precision and accuracy of the operational data in a convective environment. One goal of de-
wind-profiling technique described above during pe- ploying an operational wind-profiler network is to im-
riods of precipitation. The errors in hourly estimates prove our ability to resolve mesoscale systems with time
of the horizontal wind components were found to be scales of a few hours to a day. Of particular interest
2-4 m s -' when the precipitation was spatially and are those systems that produce precipitation. An ex-
temporally uniform. For time-varying or inhomoge- ample is the squall line of 10-11 June 1985, a mesoscale
neous precipitation, however, the inherent assumptions convective system (MCS) that formed during the
required in using Eq. ( I ) were not justified, and the Oklahoma-Kansas Preliminary Regional Experiment
errors in the horizontal velocities became large. for STORM-Central (OK PRE-STORM). Extensive

VHF measurements of the horizontal winds in the observations of this system were made using a variety
presence of precipitation present a more complicated of instruments, including a VHF Doppler radar wind
situation in that the spectra will have contributions profiler. A preliminary analysis of the wind-profiler data
from both turbulent scatter and from precipitation as from the event was made by Augustine and Zipser
long as the rainfall rates are moderate or heavy (see (1987). who compared horizontal wind profiles derived
Larsen and R6ttger 1987). Because the projection of from the Doppler radar data to those from high-time-
the vertical motion along each beam direction is pro- resolution radiosonde profiles from nearby locations.
porhional to w for the turbulent scatter component and In this paper we present a more detailed study of
to w. for the precipitation scatter component, double- the VHF wind-profiler data for the stratiform cloud
peaked spectra will result as long as the air and precip- portion of the 10-I 1 June 1985 storm. In section 2 the
itation are moving at different velocities in the vertical VHF wind-profiler operation and the MCS are de-
direction. Double-peaked spectra are characteristic of scribed. The character of the Doppler power spectra,
the heights below the melting level where large negative which were affected both by lightning and by precipi-
values of w. occur. Fukao et al. (1985) observed light tation at various times during the course of the obser-
stratiform rain with the VHF MU (middle and upper vations, is examined in section 3, and the implications
atmosphere) radar in Japan and deduced the wind field of these effects for wind profiling are discussed. Section
by identifying the turbulence contribution of the re- 4 deals with the results of three different averaging
ceived signal. Their comparison of the horizontal air schemes for estimating the horizontal and vertical
motion to that ofPrecipitation showed dose agreement. winds from the profiler data. In sections 5 and 6. re-
Larsen and R64g (1987) examined the doubled- spectively, the resulting horizontal and vertical wind
Peaked spectra associated with a thunderstorm ob- estimates are compared to those obtained using a pair
sm with the SOUSY (sounding syem)-VHF radar of scanning 5-cm Doppler radars that were operated
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in the vicinity of the profiler. The conclusions follow V 1i0 100' 9r ,'. ' 9 . 8' 9. 8.
in section 7. 40' 40

KS

The OK PRE-STORM campaign was conducted in
May and June 1985 to investigate mesoscale meteo- + 3

rological phenomena and to test technologies intended ' 3"

to be included in an operational network for mesoscale C-
observations (Cunning 1986). During the campaign, - 37.

the mobile SOUSY-VHF Doppler radar (Czechowsky OK

et al. 1984) was installed at McPherson, Kansas, by
the Radian Corporation under contract to the National 36' 36

Center for Atmospheric Research (NCAR), for use as
a wind profiler. The radar was operated in a three- AMA OKC

beam configuration at a frequency of 49.25 MHz. A
pulse width of I us gave a height resolution of 150 m, t02. 10I 1 9V' 97* 9.

with coverage starting at 2.5 km above MSL The re- Lonilude

ceived signals were incoherently added for 0. 174 s, and FiG. !. Map showing the locations of the VHF Doppler radar wind
time series of 64 complex points for 133 range gates profiler (MCP) and the NCAR CP-3 and CP-4 5-cm radars during
were made along each beam and written to magnetic the OK PRE-STORM campaign. The heavy circles indicate the 125-

km maximum unambiguous horizontal range of the CP-3 and CP-tape for off-line processing. A single sampling over all 4 4 radars when scanning azimuthaily.
three beams took 41.5 s, including the time required
to write the data to tape. The operating parameters of
the McPherson profiler are summarized in Table 1. Composite digitized reflectivity data from three Na-

Two NCAR 5-cm Doppler radars, CP-3 and CP-4, tional Weather Service radars located at Wichita, Kan-
were deployed in the vicinity of the VHF profiler during sas; Oklahoma City, Oklahoma; and Amarillo, Texas,
OK PRE-STORM. The locations of the three instru- are shown in Fig. 2 for 0200 UTC I I June. with darker
ments are shown in Fig. 1. During most of the 10-- I regions denoting higher reflectivities. The leading con-
June 1985-MCS passage, the 5-cm radars operated in vective region of the squall line is evident as a narrow,
a mode consisting of a sequence of conical scans at
various elevations up to a maximum of 230 above the
horizon (Rutledge et al. 1988). The maximum un-
ambiguous range of 135 km thus provided coverage 0200 Z
over a horizontal region with a radius of 120 km, in- J*
dicated by the heavy circles in Fig. 1. The VHF profiler
was well within the coverage of the 5-cm radars when
the latter were operated in the scanning mode.

By approximately 2000 UTC 10 June, a squall line
had developed over southwest Kansas. The system in-
tensified as it propagated east-southeastward during the
next several hours. Augustine and Zipser (1987), Rut-
ledge et al. (1988), and Johnson and Hamilton (1988)
have described this system and presented results related
to its structure and kinematics.

TAMu I. Operaing pameem for the VHF wind profiler "'
at Mdhera, Kam., duing PRE-STORM. -

Frmquency (MHz) 4925
Nu1mbw of beam 3
Ocomim of ob•ue beans (des) 135•225
Zftft go* of ol•iqw bms (deg) 8
Peak pmm (kW) 123 FIG. 2. Composite digitized reflectivity measured with NWS
Av paa 9W) 5 weather radas at Wichita, Kansas: Oklahoma City. Oklahoma. and
a im (u) 9 - IS Amanllo. Texas. Damn from 0200 UTC I I June 1985. Darker shading
HeNme opms p133 indicates higher reflectivity (from Rutledge et al. 1988). The 125-

Nu kin 3W circes for CP-3 and CP-4 are also shown.

63 9 (.3 -a g j A 1 tr /a,2-7 -



004

approximately 30-km-wide band of high reflectivities peak-normalized spectra for the vertical beam between
stretching over 700 km in length and oriented roughly 7.0- and 11.4-km altitude are shown for three periods.
from northeast to southwest. A broad 200-300-km- Each spectrum represents an incoherent average of
wide trailing region of stratiform cloud cover is appar- seven consecutive spectra spanning 4.84 min. The
ent as the swath of lower reflectivities behind the con- spectra for 2342 UTC 10 June (Fig. 3a) correspond to
vective line. The squall line had reached or surpassed the period before the squall line reached McPherson
maturity at this time, and the convective region had and are typical of VHF spectra in clear-air conditions
passed the McPherson profiler and the CP-3 and CP- with small vertical velocities. The spectra for 0231 UTC
4 radars. Precipitation in the stratiform cloud region I I June (Fig. 3b) correspond to the transition from
was confined to the region within about 2100 km of the convective portion of the squall fine to the strati-
the convective line. Operation of the VHF profiler was form cloud region and show larger vertical velocities
suspended from 0130 until 0230 UTC on I I June when and spectral widths that have increased by a factor of
the convective region passed the radar site due to the 2-3. The spectra for 0300 UTC r I June (Fig. 3c) have
frequency and intensity of lightning strikes in the area. extremely broad peaks and show little continuity in
The stratiform cloud region required many hours to the Doppler velocity from gate to gate. The seven con-
pass over the site. secutive sets of spectra from which the averages in Fig.

3c were derived are presented in Fig. 4. Examination
3. Effects of precipitation and lightning on the of these individual spectra reveals that the averages in

Doppler spectra Fig. 3c are dominated by the contributions of the sec-
ond and fifth profiles. The spectra in the remaining

An important difference between the VHF Doppler five profiles are more nearly comparable to the averages
spectra measured in clear air and those measured dur- for 0231 UTC. The spectra that dominate the averages
ing the passage of the mesoscale convective system is for the period have enhanced total power, that is, signal
that the latter are affected by precipitation and light- plus noise, in addition to broad peaks and Doppler
ning. Lightning, in particular, can severely contaminate velocities that vary rapidly with height. Spectra with
the spectra, as we will show in more detail below, these characteristics will be referred to as "anomalous."
Eliminating the contaminated spectra is a critical step The anomalous spectra are likely associated with
in the process of estimating the horizontal winds, lightning. Similar spectra have been observed during

The spectra were obtained from the complex time periods of lightning with the SOUSY-VHF Doppler
series of voltages measured with the profiler by appli- radar system in The Federal Republic of Germany
cation of a fast Fourier transform (FFT). In Fig. 3, (Larsen and R6ttger 1987). The data presented by

2342 hr GAT I0 June 0231 hr GET 11 June 0300 hr CET II June

11.50- 1 b C 11.50

10.75 -10.75

0 10.00 10.00

E 9.25 - 9.25

8.50 - - 8.50

7.75 - 7.75

7.00 7.00
-6.8 o.0 8.e -a.8 o.o e.8 -8.8 o.o 8.8

Radial Velocity (ms- 1 )

FIG. 3. Doppler power spectra for pts 31-60 for the VHF wind profler operating at vertical
incidlem. L Eah etrum is the incoherent awaqp of ? consecutive spectra collected over 4.84
rn beplnant at (a) 240 UTC 10 lJune: (b) 0231 UTC I I June; and (c) 03OJ UTC I I June.
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VHF Wind Profiler Vertical Bearn

11• 1 -11.50

--

10.75- -10.75

o10.00- 10.00

0

E 9.25- 9.25

Z. 8.50 a.5o

"X 7.7s 7.75

7.00 i I 7.00
-4.8 0.0 8.8-6.8 0.0 8.8"-.8 0.0 8.8-8.8 0.0 8.8-8.8 0.0 8.8-8.8 0.0 8.8-8.8 0.0 8.8

Radial Velocity (ms- 1)

FIG. 4. Seven consecutive profiles of Doppler power spectra for gates 31-60 from the VHF profiler operating at vertical incidence
beginning at 0300 UTC I I June 1985. The spectra have not been incoherently averaged.

Rutledge and MacGorman (1988) show lightning to shown in Fig. 5. The profiler was not calibrated, and
be present near the profiler throughout the stratiform hence the reflectivity values are given in arbitrary units.
cloud period. The anomalous echoes, however, will The decrease in atmospheric density with altitude
only be observed by the profiler if lightning is present causes signal strengths to decrease with height by ap-
in the main beam or in one of the sidelobes. proximately 2 dB km-I in clear-air conditions. There-

Radial velocities estimated from the anomalous fore, the reflectivity contours generally show enhance-
spectra will distort the horizontal wind estimates if they ments at the lower altitudes. The enhanced reflectivities
are included in the averages. Since the anomalous up to 12 or 13 km in altitude before 2200 UTC 10
spectra are characterized by highly variable, and often June are due to an MCS that was dissipating and leav-
large, Doppler velocities, one option is to eliminate the ing the area during the early part of the observation
radial-velocity outliers. If, however, the spectra are in- period. The enhancements above 6 km after 0100 UTC
coherently averaged before first-moment estimation of show a portion of the leading edge of the squall line.
K,, too many good data will be contaminated and lost There is also a narrow band of higher reflectivities near
as indicated, for example, by the case shown in Figs. 14 km due to enhanced aspect-sensitive backscatter
3c and 4. One solution is to exclude those spectra with characteristic of the heights just below the tropopause
excessive spectral widths from the incoherent avrages. (e.g., see Larsen and Rottger 1985). After 0230 UTC
The criterion was implemented by determining the II June, the specular echoes in the stratiform cloud
width of each unintegrated spectrum, after noise sub- region in the vicinity of the tropopause are more clearly
traction. Only the spectra with widths less than the evident at heights between 15 and 14 km, with the
empirically determined value of 2.00 m s-1 were in- altitude descending approximately 1 km from 0231 to
coherently averalled over a period spanning 6.92 min. 0630 UTC. Several enhanced reflectivity layers are ev-
Each average included up to ten spectra, less if some ident above the tropopause after 2050 UTC. Reflectiv-
of the spectra had excessive widths. We found that the ity tapered off quickly in the height range from 7 to 13
impect of the elimination criterion was minimal, except km between 0230 and 0300 UTC, indicative of the
for the period after 0230 UTC I I June. transition from the convective line of the storm to the

The reflectivities observed in the vertical beam were stratiform cloud region. The spectral-width rejection
calculaWd by subtracins the noise from each 6.92. criterion failed to remove some anomalously strong
miaverag specftm and caculating the sum of the echoes at heights above 9 km around 0300 UTC and
power over all Doppler feuenciu. The results are again above 12 km around 0400 UTC, as shown by
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FRG. 5. Reflectivity measured in the vertical beam of the VHF wind profiler at McPherson.
Kansas, for the period beginning several hours before the passage of the 10-11 June 1985 squall
line until 0612 UTC I I June. The contour interval is 10 dB with the lowest contour shown 30
dB below the peak value for the entire period.

the vertical bands that appear in the reflectivity con- values, but the averages will not be representative of
tours at those times. A cutoff width sufficiently narrow the larger-scale conditions. The problem of determining
to remove all the anomalous spectra would, however, representativeness is complex and has not been ad-
have led to rejection of some good data as well, es- dressed in any detaii in studies of wind-profiler data,
pecially between 3 and 4 km where the spectra are to our knowledge. Previous studies (e.g., Strauch et al.,
consistently wide and double-peaked for much of the 1987) have applied a set of criteria to eliminate the
period between 0250 and 0405 UTC. Thus, the width erroneous measurements at the outset. Low signal-to-
criterion was found to work well below -9 km, but noise ratios are a typical discriminator. In addition, a
not above that height. scheme such as consensus averaging may be applied

to eliminate the outliers, that is, the values that differ
4. Procedures for estimating average winds significantly from the other values included in the av-

eraging interval. It seems likely that consensus aver-
For routine wind-profiling applications, I-h averages aging has an impact on both the first and the second

are usually sought. Of general concern in designing an problems described above, namely, that some erro-
averaging scheme is the method to be used for elimi- neous measurements are eliminated and that the spatial
nating outliers in the wind measurements and possible scale for which the measurements are representative is
biases in the averages introduced by the chosen method. affected. The consensus averaging scheme has been
Some outliers are no doubt produced by erroneous used successfully in clear-air conditions (Strauch et al.
measurements. For example, various types of clutter 1987), although there is no dynamical basis for the
can have an effect, or the assumptions inherent in using method. In this section, we will describe the methods
Eq. ( I ) may break down at times. Efforts always have used to estimate the average horizontal and vertical
to be made to eliminate such values from the averages, winds for the VHF-profiler data from the stratiform
In addition, there is a desire to obtain average winds cloud region.
reprsentative of the spatial scales of interest. Studies Two methods were used for estimating the radial
of lmesoae systems, for example, may require average velocity V, from the Doppler spectra. The first was the
winds characteristic of a spatial scale on the order of first-moment method (FMM). Noise levels for the
100 km. Large winds may occur locally near the radar spectra were determined by the objective method of
and could produce a signilcant chane in the averaqe Hildebrand and Sekhon (1974) and the noise sub-

.396 C ,, 121-17 A4
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tracted prior to the first-moment calculation. The sec- of the curve depends on the size distribution and the
ond method of estimating the horizontal wind profiles, terminal velocities of the precipitation particles. Our
to be referred to as the least-squares method (LSM), primary interest, however, was to produce a good fit
was based on a determination of V, by a least-squares to the turbulent-scatter signal. Introducing a second
fit of either one or two Gaussians. The spectra below Gaussian in the fitting procedure is sufficient for that
the melting level located around 4 km for the period purpose as long as no unwarranted significance is at-
0250-0405 UTC 1 I June consistently showed double tached to the fitted values for the precipitation peaks.
peaks, corresponding to turbulence and precipitation If neither fit provided a suitably close approximation
scattering. Examples of the spectra and the double to the spectrum, the data point was flagged so that a
Gaussian fits are shown in Fig. 6 for all three beam velocity value for that particular gate and time were
directions at 0253 UTC I I June at a height of 3.4 km. linearly interpolated from neighboring values. The total
The differences in radial velocity for the turbulence- number of gates flagged for heights below 10 km
and precipitation-scattering contributions in the ex- amounted to less than 10% of the total data, including
amples is close to the maximum difference of about 6 the anomalous spectra.
m s I that was observed, but the goodness of fit is typ- Double-peaked spectra were not as prevalent above
ical. The precipitation contributions are roughly equal the melting level because the reflectivity of snow is
in magnitude to the turbulent signals in these examples. smaller than the reflectivity of liquid precipitation.
The presence of the precipitation peak will bias the Furthermore, the fall velocity of snow particles is small
simple first-moment estimates of V, toward negative so that the separation between the turbulent and pre-
values for all the beam directions. The motivation for cipitation scatter peaks in the spectra will be small.
performing the least-squares fitting was to estimate V, Average horizontal wind profiles were produced by
solely from the turbulent-scatter contribution, one of two methods. In the first averaging method, the

The turbulent-scatter peak will be Gaussian in shape raw mean values of V, derived either by the FMM or
if the turbulence is a normal random process (e.g., see ISM were calculated for each beam direction and range
Woodman and Guillen 1974). Therefore, a Gaussian gate for the averaging period. Individual values of V,
was fitted in the least-squares sense to each spectrum differing by more than two standard deviations from
that was normalized by the value of its peak component the raw mean were assumed to be outliers and excluded
after noise subtraction. When the residual exceeded an from the corrected mean used to calculate the wind
empirically determined critical value, a second Gauss- components. In the second method, a consensus-av-
ian was incorporated in the fit if two distinct peaks eraging procedure was employed for the fitted radial
could be identified in the spectrum. The algorithm used velocities. For each gate and antenna orientation, 48
for the least-squares fitting was adapted from Beving- values of V, spanning 33.2 min were grouped together.
ton's (1969) method. Fitting a Gaussian to the sec- Previous studies (Augustine and Zipser 1987; Rutledge
ondary peak is not strictly correct since the actual shape etal. 1988)of the 10-11 June 1985 MCS have shown

Chi Sq = 0.0100 ChOi Sq = 0.0152 Chi Sq = 0.0223
Vrp = -6.73 Vrp = -5.93 Vrp = -3.76
Vrt = -1.27 Vrt = 0.93 Vrt = 1.93

1.2- 1.2- 1.2 -
kvterma 1 Anterno 2 Atgnna 3

1.0 1.0- 1.0-

08 0.8 0.8-

S0.6- 0.6- 0.6-

0.4- 0.4- 0.4-

0.2 , 0.2- -0.2

0.0 0.0 0.0
-8.8 0.0 8.8 -8.8 0.0 8.8 -8.8 0.0 8.8
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FIG. 6. Observed Doppler power spectra for all three beam directions at 0253 UTC For 3.4 km
with dolbe-.Gausman appoximnaonm superposed on them. For each spectrum the objectively
des• it nowis l serve as the ro level indicated by the horizontal dashed line, and each
specirm ha baen normaized by its arpsu peak after noise subtraction.
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that the system's evolution and advection were suffi- beams and 24 for the vertical beam. We will refer to
ciently rapid that an appropriate maximum averaging the values produced by the two averaging methods as
period should be of the order of approximately one- the corrected means and the consensus averages, re-
half hour or less. The sampling periods used in the spectively.
observations made it convenient to use an averaging
interval of 33 min. The consensus-average radial ve- 5. Evaluation of horizontal winds
locity is defined as the mean of the largest group of V,
values among the 48 that lie within a given tolerance The effect of the outliers associated with the anom-
of one another. Typically, a tolerance of one-sixteenth alous spectra already described in section 3 on the de-
of the range of Doppler velocities, that is, the range duced horizontal winds are illustrated in Fig. 7. Hor-
from -2 VN, to +2 VNy, where VNy is the Nyquist ve- izontal wind vectors derived from the first moments
locity, is prescribed. For these data, the corresponding of Doppler spectra incoherently averaged for 4.84 min,
tolerance is 1.1 m s '. In addition we have calculated that is, seven consecutive spectd-, with no attempt
consensus averages using a tolerance increased by 50%. made to exclude the effects of ti.- anomalous spectra
The minimum number of values required to provide are shown in Fig. 7a, which covers a period of approx-
a consensus average was set to be 16 for the oblique imately I h. Many of the vectors indicate unreasonably

12.5

S?

, 2
108.5 W ir

> 6

8 .5-•..• •

4.

82.5

G.4T 25 ms-1
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large speeds and sudden changes in direction in contrast displays similar to that shown in Fig. 2, but not pre-
with the steady, well-defined mesoscale flow docu- sented here. In contrast, the data for each of the 5-cm
mented for the system in previous studies (Augustine radars was obtained from a single series of conical scans
and Zipser 1987; Rutledge et al. 1988). The winds made over 8 min near the temporal midpoint of the
shown in Fig. '"h were derived by applying the FMM profiler observations. A corresponding time-height
to the unintegrated spectra and the corrected mean section of system-relative, 4.84-min-average horizontal
calculation for the same periods. Even with the reduced motion derived by the FMM showed good agreement
number of values used in each first-moment average, with the features in Fig. 8a at all heights and, therefore,
the improvement is immediately apparent, with the is not shown. The largest differences occurred below 4
excessively large speeds and shifts of direction elimi- km between 0230 and 0400 UTC when the FMM
nated. Above -- 10.5 km the signal-to-noise ratio winds were generally larger in magnitude than the LSM
(SNR) along all beam directions fell below -3 dB, too winds. The FMM values had peak values in excess of
low to produce reliable wind profiles. 20 m s', while the LSM peak values were only slightly

The system-relative horizontal flow derived from in excess of 10 m s'. The double peaked spectra are
4.84-min averages of the radial velocities determined more prevalent during the period and in the height
using the LSM of analyzing the VHF profiler data for range where the largest discrepancies occurred. Of
the stratiform cloud period is shown in Fig. 8a. The course, the simple first-moment estimates include no
system-relative flow is the component of the horizontal attempt to distinguish between the precipitation- and
wind from 3000 to 1200 in azimuth, with the mean turbulent-scatter peaks, and the radial velocities will
speed of 14 m s-' of the convective line toward 1200 be biased toward values between the two peaks.
subtracted. A downward-sloping rear-inflow jet is ev- Figure 9 shows a comparison of a 30-min corrected
ident at midlevels with the altitude of the peak inflow mean profile of the system-relative horizontal flow de-
increasing from 4.0 to 5.5 km MSL over a 2-h period. rived from the VHF profiler data for 0335 GMT using
In addition, a strong front-to-rear outflow is seen aloft, the LSM, and that measured with CP-3 and CP-4 at
Earlier studies have shown that the motion of the sys- 0334 and 0345 UTC, respectively. The extended ve-
tem was fairly steady over the observation interval locity-azimuth display (EVAD) analysis method (Sri-
being considered. Therefore, the time-height section vastava et al. 1986; Rutledge et al. 1988) was used to
may be interpreted as a spatial cross section, allowing obtain the CP-3 and CP-4 profiles. There is good agree-
comparison of the horizontal winds from the profiler ment between all three curves, but particularly between
with those obtained by the scanning 5-cm Doppler ra- the profiler and CP-3, as may be expected since the
dars. The features noted in Fig. 8a are in general agree- profiler was closer to CP-3 in storm-relative coordi-
ment with the range-height indicator (RHI) cross sec- nates. The line connecting the VHF radar site and the
tions from the scanning CP-3 and CP4 radars at 0414 CP-3 site was roughly parallel to the long axis of the
UTC shown in Figs. 8b and 8c (from Rutledge et al. system, and both were farther behind the convective
1988). The velocity magnitudes are similar in all three line than CP-4 at the time of the comparison. The in-
sets of observations with peak values of the rear-inflow flow jet has been shown to slope downward from rear
speed of 10-15 m s-'. The transition from smoothly to front in the system, and thus, the peak rear inflow
varying, generally front-to-rear flow above 6.5 km to is found at a greater height in the profiler and CP-3
the highly variable values above 10.5 km is due to the data than in the CP-4 data.
decrease in SNR. Thus, the apparent velocities in the Figure 10a shows the time series of horizontal wind
upper ranges of Fig. 8a are unreliable. If the mean profiles produced by 33.2-min corrected means of the
propagation speed of the system is assumed to be con- LSM radial velocities. The values agree well with those
stant over the 3.5-h period represented by the profiler in Fig. 8a, corresponding to comparable values of rel-
data, the corresponding spatial extent would be about ative horizontal flow. The horizontal winds produced
180 km. The portions of the RHI that correspond to by consensus averages of the LSM radial velocities us-
the height-time section, if the simple advection trans- ing the standard consensus tolerance of one-sixteenth
formation holds, are enclosed within the heavy vertical of the Doppler velocity window are shown in Fig. lOb.
dashed lines in the lower frames. The McPherson pro- The two methods produced comparable results. al-
filer's coverage does not extend as far to the rear of the though somewhat less data survives the consensus-av-
system as the CP-3 or CP-4 coverage. Thus, the rear- eraging procedure. The result of increasing the window
inflow jet seen by the profiler does not extend to as of tolerance for the consensus averaging to three-thirty-
high an altitude as shown in the RHI plots. Although secondths of the range of Doppler velocities may be
the agreement between the two datasets is encouraging, seen in Fig. 10c. Given the relaxed consensus criterion.
such a comparison should still be viewed with caution. a consensus value was found for almost every gate and
The VHF radar provided vertical profiles at a single beam orientation, apparently without admitting an ex-
location over a period of almost 4 h, during which cessive number of outliers to the averages. There are.
evolution as well as advection of the mesoscale system however, still more missing values in the consensus
was taking plac, as indicated by composite radar-data estimates than in the corrected means estimates. As
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method yields only slightly smaller deviations for SNR
in excess of -3 dB, with both methods producing de-

S1- rviations of the order of 0.05 m s-'. For lower SNR,
S12.-" Prof i I or the deviations increase dramatically whichever method
> -P-3 is used, although the consensus-average values remain
0

.o +slightly better due to the provision for removal of out-
0 9.- C="4 liers. Thus, in stable clear-air conditions, when steady
E winds are expected and variations in the reflectivity are

6. small, consensus averaging is expected to give good
- results. Wuertz et al. (1988) have already shown some

~3. _ _ _

-20.0 -10.0 0.0 10.0 1
Relative Velocity ( ms- 1 ) >

FIG. 9. Vertical profiles of system-relative horizontal velocity from 6.
CP-3 data at 0334 UTC. CP-4 data at 0345 UTC, and the VHF . iprofiler data at 0335 UTC. Sipn convention is the same as in Fig. 8. _y" ZZ N,•

CP-3 and CP-4 values were obtained using EVAD analysis and am -
adapted from Rutledge et al. (1988). Data for the VHF profiler are 4 4.5A

30-min averages of radial velocities derived from the fitted spectra .-

"2. ¶

the consensus criterion is relaxed more, the two meth- I-

ods will eventually give the same results. The fact thata given method leads to more missing values is not a " •

reason per se tojudge one of the methods to be inferior. > a.!-/ r
If the values that are eliminated are the ones that cor- 0
respond to erratic wind directions or magnitudes, then o *,

the procedure is working as intended. In the cases E 6.- " /

shown here, however, the consensus criterion actually ' . • , •
introduces wind values that look suspect as compared
to the smoothly varying corrected means. 4 /,

The results indicate that a VHF radar wind profiler "
can provide representative horizontal wind profiles in - 2..• d.
conditions such as those associated with the 10-1 ! June
1985 MCS. The choice of least-squares fitting or first- .
moment estimation of the radial velocities had little J 0 a-

impact above the freezing level, although the first-mo- 9 I
ment method created a bias below the freezing level > "•. •

The goal of applying a consensus-averaging proce-
dure is to produce representative hourly or half-hourly ~5
winds by eliminating radial outliers through the re-
quirement that the averag be formed only from valuesthat differ from one another by less than the prescribed "f) "4.1- N

tolerance. In stable conditions in particular, this :
method of eliminating outliers will likely produce a .2. _ I
good estimate of the winds since the number of values u41 o w am -1 C am=
that fail the tet will be small in most cases. May and (iT
Strauch (1989) compared the standard deviations of 25 ma-1

Doppler velocities derived from the consensus-aver-
aging procedure with those obtained by selecting the FiG. 10. Vertical profiles of the horizontal wind vectors denved
median value of the first moment for sets of computer- from (a) 30-min corrected averages of the fitted VHF Doppler spectra.

from (bi the consensus-averaged radial velocities of the fitted spectra.
enerd, simula spectracovering a broad range of and from (c) the relaxed consensus-averaged radial velocities. on II

SNR. F'Ue 5 of their ar shows that the former June 19S5.

9343 -elft, W /A 7 I
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of the problems encountered in applying the consensus- 5-cm radar data, and the available radiosonde wind
averaging procedure to profiler observations affected profiles indicate that the 30-min incoherent averaging
by precipitation. Their study carefully evaluated esti- tended to produce comparable directions but larger
mates of the statistical errors based on the requirement velocities than the other methods. The magnitudes for
of internal consistency in the data. The results indicated the rear-inflow jet indicated in Fig. 4 of Augustine and
that the standard approaches work well as long as the Zipser (1987) are 5 m s - greater, although the shapes
precipitation, as well as the wind field, is horizontally of the profiles are in agreement with those produced
and temporally uniform. The continuity and consis- by the other analysis methods. The long incoherent
tency of our results indicate that these conditions were averages applied to the spectra in the Augustine and
satisfied for the stratiform precipitation portion of the Zipser (1987) study effectively weigh the contributions
case study, despite the variability in the velocity-time of the individual spectra by the signal power. Thus,
series. Power spectra of the velocity time series showed the final averaged spectrum for a given height will be
enhancements in the high-frequency fluctuations with biased toward the Doppler shift for any subinterval
periods less than an hour ahead of the squall line in characterized by larger reflectivities. The weighting in-
the upper troposphere and behind the squall line at all troduced in the spectral averages produced a bias to-
heights below the tropopause sampled by the VHF ward larger horizontal velocities.
profiler (Yoe 1990).

Our conclusion must of necessity be somewhat 6. Vertical velocity comparisons
qualitative due to the limited data that are available
and the lack of an internal consistency check with the A height-time section of vertical air motion mea-
three-beam profiler data. A comparison of the profiles sured by the profiler during the interval 0230-0330
in Figs. I Oa-c indicates, however, that methods using UTC II June is shown in Fig. II a, and the measure-
the corrected mean of the high-time-resolution radial- ments obtained by the CP-4 radar operated at vertical
velocity data, coupled with outlier removal either by incidence during the same period are shown in Fig.
the two standard-deviation criterion or by consensus II b. Only the values from above the melting level are
averaging provides a reliable representation of the ki- shown. The signals detected by CP-4 radar data will
nematics of this system. Computing averages from the be dominated by precipitation scatter. Therefore, the
first moments of incoherently averaged spectra was also two sets of values are not expected to be in perfect
effective, provided that the anomalous spectra discussed agreement. A strong updraft is evident during the pe-
earlier were excluded from the incoherent averages, riod from 0233 to 0243 UTC, but there is only a slight
lest good data be contaminated. We have only pre- indication of a similar feature in the profiler vertical
sented results for a few combinations of radial-velocity velocity data. The vertical velocities are, however, pre-
estimation schemes and averaging schemes, although dominantly positive above 10 km in both datasets. The
many of the various possibilities were examined in the magnitudes are comparable in both measurements after
course of the study. The results for combinations other 0243 UTC, but stronger in the CP-4 data between 0233
than those that we have presented can be extrapolated and 0243 UTC. The strong updrafts may have been
from the results that have been presented. highly localized in this case so that they were only ev-

One point that did not emerge clearly from the earlier ident at the CP-4 site that was located farther east and
discussion of the VHF profiler dataset by Augustine south, that is, closer to the convective line.
and Zipser (1987) is that the winds shown in their Figure 12 shows a comparison of vertical velocity
time-height sections were not produced by the con- profiles measured with the profiler at McPherson at
sensus-averaging procedure. Instead, first-moment es- 0335 UTC and with the CP-3 and CP-4 radars at 0334
timates of V, from spectra that had been incoherently and 0345 UTC, respectively. The profiler data are 30-
integrated for 30 min were used. Individual spectra min averages derived from the fitted spectra in the ver-
were excluded from the half-hour incoherent averages tical beam. The 5-cm-radar data were derived by in-
if the total power in a spectrum for a given gate was tegration of the horizontal divergence determined from
found to be too much in excess of the values found in the EVAD procedure. There is gene.ally good agree-
previous profiles. Since the anomalous spectra that we ment between the magnitudes of the vertical velocities
have described earlier were characterized by large signal measured by all three instruments in the height range
power, the latter criterion eliminated most of those from approximately 5 to 10 km. especially when the
spectra. The individual spectra were also eliminated basic differences in the type of sampling carried out by
from the averages if the signal-to-noise ratio fell below the different instruments and spatial and temporal
unity, that is, 0 dB. The noise power was estimated fluctuations in the flow are considered. The profiler.
from the average power in the top three range gates however, shows downward velocities between 6 and 8
where there was no indication of signal at any time km. while CP-3 and CP-4 show updrafts. All three pro-
during the observauions. Comparisons between hori- files indicate downdrafts between 3 and 5 km. although
zonWal wind proflm fron Fg. 4 of Augustine and Zipser the profiler shows a much larger magnitude. Some of
(1987) with the LSM values with corrected means, the the discrepancies at the lower heights may be due to
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FjG. 1I. vertical velocity (mn s-') fr i h in the stratiform cloud region of the squall line derived from (a) fitted
spectra from the VHF profiler and (b) from CP-4 data when operated at vertical incidence (S. A. Rutledge 1988.
private communication). Positive values indicate upward motion.

eftcts associated with the melting level. In particular. ments, has been a problem because of the lack of stan-
some of the spectra had triple peaks that could not be dards for comparison. Some studies. such as those by
interpreted easily and that were not fizted well. Fur- Nastrom et al. ( 1985) and Larsen et al. ( 1988). have
thermomt the lowest five or six gates also suffered from compared VHF radar vertical velocities to vertical ye-
receiver recovery problems that appear to be respon- locities calculated from radiosonde data over a grid.
sible for the apparent reversal in velocities below 4 km. There are, however, many sources of error in such a

Vdidaling fth profiler vertical velocity measure- procedure, and the scales characteristic of the two sets
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of values are inherently different. The direct compar-
ison of the two different types of radar measurements .Y Wind Speed: I

suffers less from such problems. "-....- 20 ms-1

For a dataset such as the one in question, obtaining c 20. ,,25 ms- 1

reliable vertical velocities is critically important for 0 ,. 3 m-
making satisfactory horizontal wind estimates. For ex- 3 ms 1

ample, steady downward velocities observed in the two 30 H s-1

off-vertical beams of a two-beam radar will produce
an apparent horizontal velocity component toward the -

radar along the direction of the bisector between the c 0.
two beam directions. In the present case, the oblique
beams were pointed toward southeast and southwest, E
leading to an apparent southerly component, that is, , -10.-
toward north, if no vertical velocity corrections were 0
made. The effect is quantified in Fig. 13, in which the "- ...counterclockwise rotation of the apparent wind vector

from a true bearing along the 300*- 120* radial is plot- -1.0 0.0 1.0
ted as a function of vertical velocity for a range of sys- Vertical Velocity (M s-1)
tem-relative horizontal flow velocities. For all values
of system-relative velocity, downdrafts of 0.5 m s-I or FIG. 13. Expected counterclockwise rotation of wind vector from
more lead to 15" counterclockwise rotation or more assumed direction of300*asa function of(ignored) vertical velocity

of the wind vector. As we have shown in this section, for a series of horizontal wind velocities. The assumed direction is
that ofthe rear inflow ofthe system: the range of horizontal velocities

mesoscale downdrafts coexisted with the rear-inflow includes that observed in the rear-inflow jet of the 10- 11 June 1985

jet in the stratiform cloud region of the 10-11 June MCS.
system.

7. n II June 1985 PRE-STORM squall line. The measured
7. ColsiUons winds show good continuity temporally and with

It has been demonstrated that the VHF radar wind height. A critical factor in obtaining the averaged pro-
files was the elimination of the anomalous spectra pre-

profiler is capable of providing half-hour-average wind sumably associated with lightning effects. Also, a simple
profiles during the passage ofa mesoscate system such averaging and consensus averaging with relaxed criteria
as the stratiform cloud region associated with the 10- both gave acceptable results for the high-time-resolu-

tion radial-velocity data, but methcds in which the
Doppler spectra were first incoherently averaged for a
short time, followed by a longer temporal average of
the radial velocities derived from the spectra. required
prescreening to avoid contamination from the anom-1 alous echoes.

>P--3 In general, the more elaborate Gaussian, least-
09 -__ -. squares fitting procedure did not produce results that8 9.were markedly different from a simpler first-moment

E "estimate, except at certain times when double-peaked
S6. \ spectra are present below the freezing level.

Finally, the overall agreement between the magni-
tudes and general shapes of the VHF radar vertical
velocify profiles and the 5-cm-radar vertical velocity
profiles is encouraging, although an understanding of

_ .... _ ,the source of large discrepancies at and below the melt-
-3.0 -1.5 0.0 1.5 ing level will require further study.

Vertical Velocity ( ms-1) Acknowledgments. MFL and JGY were supported
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umdCP-4 doa from EVADnallysis(Rukedpet al. 19m8). Profiler study. We thank the staff at Radian Corporation and
dM are 30-min averim of fitted spetr obutined at verticl inci- Dr. John Augustine of NOAA for their invaluable help
dum, in providing the McPherson profiler data tapes. The
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VHF radar interferometry measurements of vertical velocity and the effect of tilted
refractivity surfaces on standard Doppler measurements

Robert D. Palmer, 1 Miguel F. Larsen,2 Ronald F. Woodman,3 Shoichiro Fukao, Mamoru Yamamoto,
Toshitaka Tsuda, and Susumu Kato

Radio Atmospheric Science Center, Kyoto University, Uji, Kyoto, Japan
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At VHF wavelengths, aspect sensitivity may result in an apparent beam direction that is off
vertical even for a nominally vertically pointing beam direction if the refractivity surfaces responsible
for the scatter are tilted with respect to the horizontal plane. Middle and upper atmosphere radar
measurements obtained by using the system in a standard multireceiver configuration typical for
radar interferometry (RI) and spaced antenna measurements have been analyzed for evidence of
such effects. The analysis is based on the linear variation of the cross-spectral phase as a function of
the radial velocity in the frequency domain for the RI cross spectra. True-vertical velocity estimates
are obtained by using the fact that the phase difference between two antennas should be equal to zero
when the echoes are being received from the vertical direction. The tilt angles of the refractivity
surfaces were obtained from the phase of the cross-correlation function at zero lag, and the radial

velocity in that direction was determined from the cross spectra. The results indicate that the vertical
velocity derived from standard Doppler analyses is actually the velocity perpendicular to the
refractivity surfaces and thus can be biased by the projection of the horizontal wind along the
effective pointing direction.

1. INTRODUCTION dars for measuring vertical velocities over short time

Understanding the vertical circulations in the scales are of great interest.
atmosphere is of fundamental importance for a num- In spite of the interest in the measurements, tests
ber of problems in the atmospheric sciences, ranging to establish the accuracy or potential biases in the
from long-term vertical transport of trace constituents measurements have been difficult to design or im-
to short-term weather forecasting. There have been plement. A few studies have compared vertical veloc-
few techniques for measuring vertical velocities di- ities derived from standard radiosonde measurements
rectly, although the integration of the mass continuity with the vertical velocities measured by the Doppler
equation and other indirect methods for estimating the technique with VHF radars [Nastrom et al., 1985;
velocities become useful for larger temporal and spa- Larsen et al., 1988]. While some agreement was
tial scales. For smaller scale flows characteristic of found, discrepancies were large enough that detailed
the mesoscales and microscales, indirect methods are quantitative comparisons were meaningless.
often not tractable either because many approxima- So far, the wavelengths used for wind profiling ortions are required in the calculations or dense mea- MST radar studies have been primarily around 6 m
surement networks are needed. For these reasons, in the VHF band or around 70 cm in the UHF band.
the potential capabilities of the wind profiling radars The longer wavelength has the advantage that the
or mesosphere-stratosphere-troposphere (MST) ra- turbulent scatter contribution to the signals is al-

most always dominant, even in precipitation, unless
'Now at Department of Physics and Astronomy, Clemson the rainfall rates become very large. The shorter

University, Clemson, South Carolina. wavelength signals are dominated by precipitation
2 On leave from the Department of Physics and Astrono.,.y, even for relatively light rainfall rates, and vertical

. Clemson University, Clemson, South Carolina.
3 On leave from the Jicamarca Radio Observatory, Instituto velocity measurements by a direct Doppler method

Geofisico del Peru, Lima. with a vertically pointing beam become impossible.
Larsen and R6ttger 119861 have discussed the rela-

Copyright 1991 by the American Geophysical Union. tive reflectivities at the two wavelengths in more
Pawer number 91RS00006. detail. Typically, vertical velocities are estimated
00484-~ MI/RS-OOU4O0.oo by pointing the beam of a Doppler radar in the
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vertical direction and processing the received sig-
nals, caused by fluctuations in the refractive index
of the atmosphere, to obtain the Doppler shift. At
VHF frequencies the received signals usually show A
aspect sensitivity effects, i.e., the reflectivity de- + +44+4
creases as the beam is tilted off vertical [e.g., Tsuda
et al., 19861. If the refractivity surfaces are tilted
away from the horizontal plane, the aspect sensitiv-
ity may cause errors in the estimate of the vertical -++

velocity since the largest contribution to the re- + + + +

ceived signals will come from an off-vertical direc- .+ 444 + + + ++

tion. By finding the center of the aspect sensitivity +++ 4+4 +4+ 4+4 +4+

function, tilt angles estimates with VHF radar were + +++ 4*4 +++

made by Vincent and Rottger [19801. R6ttger and E + +++ ++ + + +

lerkic [19851 estimated tilt angles using spatial in- + + + *+ + +

terferometry. More recently, Larsen and Rottger + +

[19911 analyzed the layer tilt angle measurements +
derived from a data set obtained over 4 days with + ++ + C
the sounding system (SOUSY) VHF radar. Their (a)
results have provided qualitative evidence that bi- D
ases in the vertical velocity measurements resulted
from the tilted refractive structures.

In this paper we apply the radar interferometer
technique to test the relationship between the tilted
layers and biases in the velocity estimates. Radar
interferometry (RI), also known as spatial interfer- A
ometry (SI), is based on receiving signals in multi-
pie receiving antennas and has been described in
detail by Woodman [19711, Farley et al. [19811, and
Adams et al. [19891. In section 2 we describe the
experimental procedure, which was previously + ++ + *

used for an interferometer application [Palmer et t
al., 1990]. The derivation of the method is pre-
sented in section 3. Section 4 shows a comparison + ++ + +. ++*

of measurements with the Doppler and RI methods. + +
Conclusions are given in section 5. +

2. EXPERIMENTAL PROCEDURE

A radar interferometer experiment was con-
ducted on October 24, 1989, 2100-2400 LT using the (b) " ++÷ +++
MU radar located in Shigaraki, Japan (34.850N, U
136.10'E) [Palmer et al., 19901. The transmitting
and receiving antennas are shown in Figures Ia and Fig. I. Antenna configurations used for the interferometer

lb, respectively. The transmitting antenna can be experiment conducted on October 24, 1989, 2100-2400 LT using

seen to use only the middle portion of the radar. the MU radar, (a) transmitting antenna. (b) receiving antennas.

This was done so that the beam width of the radar
could be increased to approximately 6.8° [Fukao et power, but was deemed sufficient for tropospheric/
al., 19681, giving a wider range of zenith angles that stratospheric observations. On reception the an-
one could observe. This was accomplished at a loss tenna was segmented into three equal-area anten-
of sensitivity, due to the decrease in transmitting nas, which are denoted as antennas 1, 2, and 3.
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Fig. 2. Standard Doppler measurements at azimuth 00 and zenith angle of 10'. (a) echo power profile, and (b)
railvelocity.

The height resolution of this experiment was 150 dB km~1 A high reflectivity stratospheric layer is
m, with observations taken from 6.0 to 15.45 km. evident around 12.5 kin, and the enhancement in
Pulse compression was used with a flip of the code the signal strength near the tropopause can be seen
with every interpulse period (IPP), which in this at a height just above 10 km. The largest contribu-
experiment was set to 400 /As. Coherent integration tion to the radial velocity measured at a zenith angle
was performed with 256 points, giving a sampling of 100 is expected to be from the horizontal compo-
interval of 0. 1024 s. After this process, 256 points. of nents. Therefore Figures 2b and 3b imply that
raw data was stored on magnetic tape, with a small almost all of the contribution to the horizontal wind
time gap for data processing. Therefore approxi- is from the zonal component and that the wind
mately every 30 s, another 256 point data set was vector is essentially aligned with the baseline be-
stored. Two 30-mmn averages of autospectra and tween antennas I and 2. The uniform wind direction
cross spectra, processed by a rectangular window will simplify the analysis discussed later, although
periodogram, were obtained for all combinations of the techniques can be applied equally well when the
antennas. These will be used in later sections to wind direction is not aligned with a baseline.
illustrate the technique presented in this paper.

Before the RI experiment was conducted a stan- 3. THREE-DIMENSIONAL WIND VECTOR
dard Doppler experiment was performed and theMESR ENUIGRAR

ECHO•CWR (~q)RMEASUEMN VUSING RADAR

radial velocity was estimated by a standard first INTERFEROMETRY

moment estimate of the Doppler spectra. Figures 2
and 3 show the echo powers and radial velocities for One way to test for biases in the vertical velocity
a zenith angle of 10w and azimuth angles of 0t and measurements due to tilted refractivity layers
9wa, respectively. The reflectivity profiles show a would be to compare the direct vertical beam mea-
typical structure with a decrease of approximately 2 surements with the vertical velocity calculated from
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Fig. 3. Same as Figure 2, but with azimuth W00.

two off vertical beams separated by 1800 in azimuth. equations relevant to our analysis begins with an
Differences in the two measurements could then be equation for the radial velocity
attributed to aspect sensitivity effects. However,
the separation between beams quickly becomes vr = vH sin y' + w cos ' (I)
large and can easily be 5-10 km near the tropopause
for typical zenith angles of 100 to 200. The large area where vH and w are the horizontal and vertical wind

over which the velocities are sampled suggests that components, respectively. Figure 4 displays the
the horizontal winds and vertical velocities may not configuration used in this analysis. The angle y' is
be uniform in which case differences in the mea- the zenith angle in the direction of the wind vector,
surements may be due to either inhomogeneity in which would produce a radial velocity of v,. We
the wind field or biases produced by the character- would like to find y' in terms of the zenith angle,
istics of the scattering mechanism. which is produced on the baseline, i.e., y. From

The RI technique is similar to a many beam- Figure 4 it can be seen that
direction, Doppler experiment in that the radial
velocity can be obtained as a continuous function of Cos(an-)= (2)
zenith angle, within the beam width of the radar. tan y'
The RI method for obtaining the three-dimensional
wind vector uses only a vertical beam, and the where 0 and a are the azimuth angles of the wind
beam steering is accomplished in the data process- vector and the baseline, respectively. But, since for
ing stage [ROttger and ierkic, 1985; Kudeki and an interferometer experiment, the zenith angles are
Woodman, 19901. It should be pointed out that an usually very small, the above equation becomes
analysis technique, which is similar but more gen-
eral to the following, has been independently de- Cos (a - 0) (3)
rived by Van Baelen 11990]. The derivation of the sin v'
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o'- 9 WIND VECTOR substitute the sin y term in (4) and solving for the 4),

BA-SE-LIE the following relation is found

[kD cos (a - 01 v wkD cos (a - 0)
S= vH 6)] - o a (6)vH ~ VH I

This equation is easily seen to have the form of a
line with slope m and intersection b given by

kD cos (a - 6)
M =(7)

- wkD cos (a - 0)
b =(8)

VH

The linear variation of the cross-spectral phase 4) as
a function of Vr has been seen in a number of earlier
experiments [e.g., Farley et al., 1981; R6ttger et
al., 1990] and is expected on physical grounds.
Since the phase of the signal is related to the angular
position from which the echoes are received, the
radial velocity should change linearly for small
zenith angles, as the angle changes from positive to
negative.

More details of the derivation of (6) have been
given by Van Baelen [1990]. A more general equa-
tion for the phase of the cross spectra has recently

Fig. 4. Configuration of the baseline with respect to the wind been presented by Liu et al. [1990, equation (27)].
vector used for the derivation of the equation of the phase in In this equation the contribution of the spectral
terms of the radial velocity. The wind vector and baseline have width due to turbulence is assumed to be dominated
azimuth angles 0 and a, respectively. The coefficients y" and '
denote the zenith angles in the direction of the wind vector and by the beam-broadening effect, which has been
the baseline, respectively, shown to typically be the case [Hocking, 19851.

This is especially true in the troposphere/strato-
sphere but may not be the case in the mesosphere.
The turbulent spectral width is related to the corre-

Substituting for the sin -/ term in (1), and using the lation length of the scatterers and is also one source
fact that cos " ' 1, the radial velocity becomes of problems in the SA technique [Briggs, 1984]. As

stated by Liu et al. [19901, one component of this
vH sin y phase equation can be ignored if sufficient incoher-

= cos (a - 0) + W (4) ent averaging is performed to insure statistically
homogeneous turbulence within the resolution vol-

It is well known that the phase difference be- ume. The remaining component of the phase can
tween two antennas is related to the zenith angle by easily be shown to reduce to (6), and the equation

given by Van Baelen [1990] with only the assump-
* = kD sin y (5) tion that the magnitude of the horizontal wind is

much greater than that of the vertical.
where k is the radar wave number and D is the From (7) and (8) we would like to estimate the
distance between the two antennas, which form a three components of the wind vector. We will start
baseline that defines a plane with the vertical in with a substitution of v = l/VH, which gives a
which I is measured. Using this expression to slope of the form
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C:1 o '-<-i the following equation for two independent slope
D 09 measurements.

(9) 0 7<c97 /M12•
ME06 _

0u 0.5 - sin a 1 2 COSa I') k_
0.4- sin at 13  COS a 1 3 / Zi1) (10)

WIJ 0.3

0 0 -.
oo 001 where ij denote the baseline formed between anten-

-15.0 -100 -5.0 0.0 50 10.0 15.0 nas i and *. Equation (10) could be extended toDOPPLER VELOCITY (m/s) include three independent slope measurements, but

(o) if one of the cross spectra has low coherence, there
is .. deterioration in the estimate. Similar problems

030 . sometimes arise in SA measurements if one of the
2 20 antenna pairs is oriented perpendicular to the wind

< 1.0 direction. From (10) the it' and v' components of the
a-I_ 00 wind are estimated by

-2,' = [-lnt1 2 COS 13 -a n 1 3 cos a, 1 ] (I)

-15.0 -100, -5.0 0.0 5.0 10.0 15.0 1

DOPPLER VELOCITY (m/s) V = kDA [m13 sin al2 -- m12 sin a3]- (12)

(b) where A = sin aI_ cos a 13 - sin ali cos a 12 .
Once u' and v' have been estimated, the horizon-

Fig. 5. Typical coherence function, obtained from spatial

domain interferometry data, (a) magnitude, and (b) phase with an can
obvious linear variation.

+ (r') (13)

and the azimuth angle of the wind vector is given by
m = kDvh cos (a - 0)

=kD(u'sin a+v'cosa) (9) 0 = arctan (14)

where u' and v' are the zonal and meridional The vertical velocity can be estimated using (8)
components of vý,. once the horizontal component has been computed.

From (9) it is evident that u' and v' can be However, another approach is to find the radial
estimated if two independent estimates of the slope velocity when the beam is pointing exactly verti-
m are available from two pairs of receiving anten- cally, i.e., = 0. Therefore a simple way to
nas, for example. Three antennas are used in the estimate the vertical velocity is obtained by letting
usual interferometer configuration. Therefore three 4 = 0 in (6).
different cross spectra are available. Figure 5 dis-
plays the magnitude and phase of a typical normal- 1,1
ized cross-spectra, i.e., coherence function. As one 0= v -- (IS)

M12
can see, there is a linear variation in the phase of the
coherence function. In some cases the signals from When the phase difference between the signals in
an antenna pair with a baseline perpendicular to the two adjacent receiving antennas is zero. the contri-
wind will have low coherence and will be excluded bution must be from the true vertical direction
from the calculation of the wind vector. The rela- within the accuracy of the mechanical layout of the
tionship between u', v', and the slopes is given by radar system. The simplicity of (15) is somewhat
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Fig. 6. Data taken from a 30-min average from 2145 to 2215 LT. (a) Comparison of RI and Doppler vertical
velocity estimates and (b) estimates of tilt angles obtained from the phase of the cross-correlation function at zero
lag.

deceptive. It appears that only one estimate of the (15), and the Doppler method estimate was obtained
slope and intercept are needed in which case one by calculating the first moment of the average of the
antenna pair is sufficient. However, the apparent three autospectra obtained from the RI experiment.
beam direction can also be tilted in the direction The two estimates are thus derived from exactly the
transverse to the antenna pair baseline so that in the same data. Only the processing is different. The
general case, information from at least two antenna result is that most of the usual uncertainties associ-
pairs must be combined to yield the true vertical ated with temporal or spatial beam separations or
velocity. The uniformity of the wind direction with differences in sampling schemes are eliminated. The
height during our observations has simplified the difference between the two curves is clearly signif-
analysis so that the problem is essentially two icant and amounts to more than 30 cm s - I at some
dimensional. The general case of the wind vector heights. Figures 6b and 7b show the tilt angles
determination method described in this paper, inferred from the phase of the cross correlation at
which includes aspect sensitivity and tilt in alldirections, has been derived by Larsen et at. [1991]. zero lag as a function of height [R~ttger and lerkic,

1985; Larsen and R6ttger, 19911 from the antenna
pair which was aligned along the east/west direction

4. COMPARISON OF THE R1 parallel to the wind. A general trend at all altitudes
AND DOPPLER TECHNIQUES is that the large differences in the vertical velocity

Figurm 6a and 7a show the proffie of vertical estimates occur at those heights where the tilt
velocity esdtimted from two independent 30-mn angles are large.
ave s•s. The RI estimate was obtained by using A further test that can be applied to the data is to
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Fig. 7. Same as Figure 6, except for a 30-min average taken from 2215 to 2245 LT.

calculate a predicted difference between the two where 812 is the tilt angle in the baseline formed by
vertical velocity estimates, which should be equal antennas I and 2. Again, the alignment of the wind
to the projection of the horizontal velocity along the vector with the baseline between antennas I and 2
tilt direction. Figures 8a and 9a show this compar- made the calculations simple. The perpendicular
ison. The two sets of curves follow each other very velocity estimate is compared to the standard Dop-
closely, pier method estimate in Figures 8b and 9b. The

Finally, the velocity perpendicular to the refrac- agreement between the curves indicates that the
tivity layers v-. can be estimated by using the tilt Doppler vertical velocities are actually velocity
angle information and the cross-spectral phase in- components along the apparent beam direction and
formation together. Instead of isolating the contri- are thus biased by the horizontal velocity.
bution from the true-vertical direction as we did
with the curves in Figures 6a and 7a, we now
choose a specific off-vertical component along a 5. CONCLUSIONS
direction that varies as a function of height. Specif-
icafly, the phase corresponding to the tilt angle, Analysis of interferometer measurements has
Obtained from the cross-correlation function, was shown that a bias can exist in standard Doppler
substituted into (6) and the corresponding value of estimates of the vertical velocity caused by tilting of
v,, was calcuated. refractivity surfaces, at least at certain times and in

certain height ranges. Since all the analysis has
Vý=V'#kD gin 812 - b12 (1)involved different processing procedures applied to

01112 the exact same data set, many, if not all, of the
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Fig. 8. Data taken from a 30-min average from 2145 to 2215 LT. (a) Comparison of observed error (difference
between vertical velocities obtained from the RI and Doppler methods) and the predicted error (obtained from
tilt angles and estimates of the horizontal velocity) and (b) Comparison of radial velocities perpendicular to the
refractivity layers and the standard Doppler velocities obtained from a vertical beam.

usual uncertainties associated with unknown spatial tilted beam [Larsen and Rottger, 19911. If the tilt
or temporal variations in the atmospheric medium angle is denoted by 8 T, then the horizontal wind
have been eliminated. The bias is a direct conse- contribution to the vertical velocity is given by the
quence of the aspect sensitivity of VHF echoes magnitude of the horizontal wind component in the
received from refractivity surfaces, which when direction of the tilt multiplied by sin ST. Since the
tilted, cause the apparent beam to be tilted away tilt angles are usually small, i.e., less than 20, this
from vertical as illustrated in Figure 10. VHF ech- contribution is small, but the vertical velocity is
oes are known to be aspect sensitive [Tsuda et al., also small, and therefore the overall error is signif-
19861, but the origin of this effect is still an open icant.
question. The aspect sensitivity causes the apparent At present, no aspect sensitivity effect has been
antenna beam to be smaller than the antenna beam observed at UHF frequencies, but tilted refractivity
of the radar, since the echoes from off-vertical layers could still cause a bias in the vertical velocity
angles will be attenuated. This does not cause a estimate. This bias could be caused if the wind flow
problem with the vertical velocity measurements i
obtained from the Doppler method, if the refractiv-
ity surface which is causing the echo is not tilted. resolution volume of the radar. But the results
The tilting of the apparent beam toward the perpen- presented in the previous section seem to indicate
dicular of the refractivity surface will cause the that the flow is horizontal, If the flow was along the
verWtical vlocity timate to be biased by the com- refractivity structure, then the perpendicular veloc-
psast of the houizoataW wind in the direction of the ity, shown in Figures 8b and 9b, would be zero.



426 PALMER ET AL.: RADIO INTERFEROMETRY MEASUREMENTS OF VERTICAL VELOCITY

-0-0- TRUE ERROR -0-0- PERPENDICULjA VELOCITY

. . . PRENDICED ERROR - -- DOPPLER VELOCITY

16.0 1.

15.0 15.0-j

14.0 14.

13.0-,'.0

~12.01 120
E E

2. 0

9.0-j 9.0-

7.0-4 7.0-

-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

VELOCITY ERROR, (m/s) PSEUDO-VERTICAL VELOCITY (mn/s)

(a) (b)

Fig. 9. Same as Figure 8, except for a 30-mmn average taken from 2215 to 2245 LT.

This is not the case, leading one to believe that the sented by Larsen and Rottger [ 199 11 can be 2006/ or
flow is close to horizontal, more. However, the problems associated with such

The magnitude of the errors indicated both by the biases can be eliminated; however, by using multi-
data presented here and by the earlier data pre- pie receiving antennas and applying the techniques

presented in this paper.
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